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Abstract
As a result of the fact that the procedure of decision making constitutes a vital component in the management of a company, the personnel of that company are seen as a valuable kind of asset by the latter. Therefore, the procedure of employing them in the first place by making the appropriate choices is generally recognised as a well-known obstacle by administrative authorities. Employee turnover may be a time-consuming and difficult process because recruiting new workers requires not only additional time but also a significant amount of financial expenditure. In addition to this, there are a number of additional elements that play a role in the selection and hiring of a qualified applicant, who in turn would provide economic returns for an organisation. In this research, I propose building a model to predict employee turnover rate using data from three datasets acquired from the Kaggle repository and a subset of their features. To analyse staff traits and forecast turnover and churn rate, the work summarised here employs machine learning approaches and preprocessing techniques. Logistic regression, AdaBoost, XGBoost, KNN, decision tress, and Naive Bayes are only some of the machine learning algorithms tried out on extracted datasets in the report's implementation experiments. Evaluating qualities against evaluation parameters like accuracy and precision factors follows thorough research and training of selected attributes.
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Introduction
The term "employee attrition" sometimes goes by the name "churn rate," and it generally refers to the process by which an organization experiences a loss of manpower and human employment as a result of employees leaving the organization without giving prior notice or retiring from their positions. This constant churning through staff and workers causes attrition over a predetermined length of time, which can lead to a drain on human resources [1]. This expense was ultimately incurred as a result of a newly implemented recruitment process and the necessary monetary investment in the training and development of newly employed personnel. In spite of this, the attrition rate, also known as the churn rate, is strongly dependent on the termination criteria of the organization as well as the reason that employee gives for leaving their position. Because of this, concepts such as abdication, occupational relinquishment, and termination are utilized in order to examine and quantify the amount of manpower that was involved.
A company's ability to invest in and choose employees and resources that are capable of competing in the market is normally the responsibility of the Human Resources (HR) department, which forms the backbone of any organization. This procedure, which is more commonly referred to as the "hiring process," requires the investment of both time and money from the company. Additionally, the corporation suffers a loss if a valuable resource departs the organization. This incidence of
unexpected loss is typically referred to as "employee attrition" and has a tendency to have a direct impact towards the organization's ability to carry out its daily operations [2]. In addition to an investment of both time and money, the employee also has to be managed by some higher authority who can direct them throughout their service period until they get familiar with their work. This can help them learn their job more quickly. As a result, one could argue that it is impossible to consciously prevent the process of attrition. Therefore, this problem of employee morale needs to be solved in order to achieve a desirable working environment, address the issue of employee turnover and churn rate, and significantly reduce the number of employees who leave their jobs [3].

Various HR departments have been able to judge the historical patterns of an employee and predict the attrition rate in a company by using computer-aided technologies such as data mining and machine learning. This has been made possible thanks to the widespread adoption of these technologies. On the other hand, until now, this process of attrition has been performed manually by subject matter specialists according to gender, cause of termination, etc. Therefore, in light of the aforementioned, the purpose of the proposed research is to develop a model based on machine learning that is capable of predicting the probability of such attrition occurring in an organization on the basis of certain factors.

In order for the model to be able to optimally forecast and support the domain experts with dependable outcomes, it is vital to assess the aspects that have been described above. In order to accomplish this goal, I proposed developing a model that would be able to incorporate machine learning-based methods like logistic regression, KNN, and decision trees in order to achieve real-time analysis of employee turnover.

The following is a condensed version of the primary contributions that this work has made:

• The application of machine learning algorithms, along with several pre-processing stages, in order to generate an accurate prediction of the customer turnover rate
• Utilization of three datasets in order to conduct attribute feature analyses and counteract the effects of the noisy dataset
• The production of outcomes that are optimized by utilizing the appropriate algorithms
• Assessment of the job by the application of hyper parameters including the confusion matrix

Related Works
The loss of brilliant personnel is one of the most significant challenges that businesses confront today. Therefore, in order to get around this problem, Sarah and her colleagues developed a model that was published in [4]. In this model, Sarah used machine learning algorithms to figure out which factors were responsible for the attrition rate. These factors were identified, and then models based on machine learning, specifically KNN and SVM, were trained. In a different strategy that was carried out by D. Vanden [5], the authors provided a voice-based attrition detection method that was utilized in contact centres to support the decision that was made about attrition detection. The authors of this study built a model that was based on textual formats, and the attrition variables were entered manually by department personnel.

In a different piece of work that Chiu and colleagues [6] produced, he offered a method for attrition detection that involved the use of a data mining methodology. In this study, the model was developed based on telecommunication elements including subscriber data and the length of the call's time period. Singh et al. [7] wanted to focus on how employee turnover affected the normal operation of a company and identify the major component that could predict how often this problem occurred in the future. Their research was published in the journal Management Science. He
provided specific numbers that were derived from a variety of reports and discussed how the productivity of an organization was reliant on its resources as well as its workforce.

Another study that highlighted the elements of employee retention was mentioned in [8] by Zhou et al. The author of this study stressed how the overall productivity of an employee could be increased, and this study was cited as demonstrating the features of employee retention. In addition to this, the author provided a comprehensive analysis of the myriad of unfavourable circumstances that led to the dismissal of an employee.

The authors of [9] set out to construct a model with the intention of predicting the key reasons that employees leave their jobs. In order to accomplish this goal, they utilized six different machine learning algorithms and assessed each approach against fundamental assessment parameters in an effort to reach the highest possible level of accuracy. In a study that was quite similar to this one [10], the authors used the IBM-HR dataset to predict employee turnover. The methods of feature selection and feature extraction were used because many of the features contained in the dataset were not organized. PCA, which came later, was the method that ultimately succeeded this one in reducing the dimensionality of the feature.

Logistic regression was the ML technique that the authors of [11] successfully adopted in order to successfully implement prediction of employee attrition. In order to accomplish this, they obtained the dataset from the Kaggle repository and set up a relationship between the input characteristics and the output vectors. The accuracy of the model was improved to its maximum potential, and it is now being used in a variety of different businesses. However, a random forest was used as the basis for the process of selecting features, and logistic regression was applied in the later stages of the modelling process in order to predict the final output of the model. Within the field of machine learning, this study received a lot of praise and admiration.

In a separate piece of research referred to as [12], the authors executed their idea on a dataset with the help of several machine learning algorithms, such as decision trees and KNN, in order to make predictions about the turnover rate of employees. They validated their work by employing a technique known as 10-fold cross validation, and after that, they divided the dataset 70:30 between being used for training and testing purposes correspondingly. However, the accuracy of the results they obtained was lower when compared to the accuracy of the results obtained by other research works; as a consequence, their contribution was only applicable to the pre-processing stage and could not be used in any further stages.

In a distinct piece of work that the authors contributed to [13], the researchers assessed the methods and constraints of article [12] and, as a solution to the problem of employee attrition, they later employed new sets of classifiers. However, the authors of this study also used a 70:30 split of the dataset for training and testing purposes, which was very similar to the approach taken in the work proposed in [12].

The authors of [14] made a similar suggestion, proposing that the churn rate of employees may be predicted by showing the different processes involved in the framework. They described the various stages of the model by using a feature selection method, which was then integrated with strategies for data reduction. Following the first stage of the implementation, which involved training the model through the use of machine learning methods such as logistic regression, the third stage of the implementation proposed to predict the model through the use of confidence analysis. When compared to other methods, it was seen that this system provided the highest level of precision possible. Classification trees and random forests were used in an experiment that was part of a research paper that was published in [15] and intended to estimate the employee churn rate. The authors of this study applied the principles of Pearson correlation to the pre-processing of the data,
which involved removing undesirable characteristics. Comparing the various algorithms that were employed to achieve optimum accuracy was another contribution of this work.

**System Design**

The specific characteristics chosen from the dataset will have a significant impact on how the model is implemented. The performance and accuracy of prediction are both impacted and influenced by this particular feature that was chosen. The following is a condensed summary of the model's implementation in its entirety:

**A Dataset**

The dataset that was utilized to put into action the work that was presented was taken from the Kaggle repository. In order to attain an enhanced level of efficiency in the system model and to construct an experimental verification, a total of three datasets are utilized. However, in order to maximize the effectiveness of the system, the characters from the dataset are initially transformed into their corresponding numerical values. The following is a rundown of the datasets that were utilized:

- **This dataset provides information on employee terminations that have taken place over the past decade, and as a result, it provides information about employees who are now working for the firm. This dataset was created with the primary purpose of analysing employee terminations and determining the likelihood of such events occurring in the future based on the data that was provided. The dataset has a total of 18 columns and 49653 rows, each of which contains an employee's identifying information, such as their city name, job title, employee ID, and gender.**

- **HR Dataset:** This dataset is used to obtain insights into an employee working in a company in order to reduce the likelihood of employee turnover in the foreseeable future. The dataset has a total of ten columns, each of which contains selected attribute information such as the most recent evaluation, number of promotions received in the past five years, number of projects completed, sales, and compensation.

**B Pre-Processing**

After completing this process, the next one is to clean the raw data that was retrieved from the repository. This involves removing any missing numbers and achieving successful results as a result. In the first stage of processing, known as pre-processing, one form of data is converted to another form, and the integration process is used to smooth out the numerical values. As a consequence of this, the received data is now condensed to a greater extent and, if necessary, formatted in order to generate useful results.

**C Analysis of Dataset**

During the phase of data analysis, the categorical values received from the dataset are transformed to their appropriate numerical values. This is done to boost the overall efficiency of the classification algorithms. The graphic below illustrates a correlation matrix that is constructed in order to determine the link between the features of a dataset. In the beginning, all of the categorical characteristics such as "salary" that contain values such as low, medium, and high are converted to numerical values such as 0, 1, and 2 respectively. Consequently, in this kind of circumstance, a correlation matrix is helpful in identifying the attributes that depict strong and weak correlation.
**D Workflow**

The first step in putting the suggested model into action is to collect raw data from three different repositories. Each of these repositories contains a variety of information on employees that might be used to determine the turnover rate. The following stage of the process involves the data going through a phase known as pre-processing, during which time any unnecessary characteristics are removed and the pertinent features are worked on. Following this, the EDA process is carried out, in which the data is visually analysed through the use of a correlation matrix in order to gain insights on the numerical values contained within the dataset. After the EDA process has been completed, the dataset is partitioned into a train-test phase, and the appropriate machine learning algorithms are applied to the data in order to learn from it. After each algorithm has been implemented, its accuracy score will be measured in order to determine which algorithm is the best at predicting the future.

![Figure1: Correlation Matrix of Employee Attrition](image)

**Experimental Analysis**

Employee attributes such as pay, city name, gender, and so on are provided, as was described in the datasets that came before this one. The numbers that are derived from this data are then fed into machine learning algorithms, and churn rate is projected to get insights into whether or not an employee would leave the firm. This section makes use of a total of three datasets; consequently, it is broken up into three distinct chunks of experimental analysis, each of which is accompanied by a summary of the performance analysis.

**A. Experimental Analysis on Employee Dataset**

This dataset, which has a total of 18 columns and 49653 rows, is used to acquire insights on employee terminations that have taken place over the course of the past 10 years. The data can be accessed to do so. This dataset is used specifically for the purpose of improving one's ability to anticipate the rate of employee turnover that may occur in the future. This dataset is used to train the model, and the machine learning classifiers decision trees and Naive Bayes are used in the
training process. The confusion matrix was used to gather the information and numerical values that are presented in the table that follows.

<table>
<thead>
<tr>
<th>Name of Algorithms</th>
<th>Train/Test</th>
<th>Values</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Trees</td>
<td>Train Set</td>
<td>[37880,625]</td>
<td>99.18</td>
</tr>
<tr>
<td></td>
<td>Test Set</td>
<td>[9477,186]</td>
<td>99.03</td>
</tr>
<tr>
<td>Gaussian Naïve Bayes</td>
<td>Train Set</td>
<td>[34941,3564]</td>
<td>65.84</td>
</tr>
<tr>
<td></td>
<td>Test Set</td>
<td>[8751,912]</td>
<td>65.84</td>
</tr>
</tbody>
</table>

The confusion matrix that was developed is depicted in the following graph, which also includes numerical values relating to false positive and true negative cases. The deployment of decision trees, on the other hand, resulted in 9477 true positive cases of employee attrition prediction and 186 false positive cases. This is something that can be noticed. In a manner analogous, GNB came up with 8751 cases of actual positivity and 912 cases of fake positivity for the same. As a result of this, it is clear to see that the testing precision of decision trees was demonstrated to be higher than that of GNB.
The numerical data that was collected from table 2 provides an accurate and precise overview of the values that were obtained through the categorization report. As a result, the total results are given together with their various degrees of accuracy. On the other hand, it has been found that the model produces the most accurate results when it is tested using decision trees, which results in an accuracy of 99%. This was discovered when it was found that this method created the highest level of accuracy.

### B. Experimental Analysis on Telco Churn Dataset

This customer retention data collection, which has a total of 7043 rows and 21 columns, was designed with the goal of predicting the behavior of customers regarding their individual retention rates. Machine learning classifiers AdaBoost and XGBoost are used during the training process of the model, which is carried out on the dataset. The confusion matrix was used to gather the information and numerical values that are presented in the table that follows.

<table>
<thead>
<tr>
<th>Name of Algorithms</th>
<th>Train/Test</th>
<th>Values</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>Train Set</td>
<td>[3775,377] [689,784]</td>
<td>81.04</td>
</tr>
<tr>
<td></td>
<td>Test Set</td>
<td>[908,103] [191,205]</td>
<td>79.10</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Train Set</td>
<td>[3836,316] [674,799]</td>
<td>82.39</td>
</tr>
<tr>
<td></td>
<td>Test Set</td>
<td>[924,87] [187,209]</td>
<td><strong>80.52</strong></td>
</tr>
</tbody>
</table>
The confusion matrix that was developed is depicted in the following graph, which also includes numerical values relating to false positive and true negative cases. The deployment of ADaBoost, on the other hand, resulted in 908 incidents of genuine positive employee attrition prediction and 103 cases of false positive employee attrition prediction. In a manner analogous, XGBoost generated 924 genuine positive results and 87 erroneous positive results for the same. The conclusion that can be drawn from this is that the testing precision of XGBoost was demonstrated to be superior than that of ADaBoost.

![Confusion Matrix](image)

**Figure 3: Output of confusion matrix**

**Conclusions**
The implementation of machine learning techniques and the prediction of the corresponding staff turnover rate are the key goals of the report that has been provided. Because the churn rate and turnover of an organization have a direct impact on the profits of that organization, the decision to hire and fire employees and individuals becomes a very critical one to make in order to maintain the proper working balance in the environment. As a result, I have proposed that we forecast the same situation by utilizing three distinct datasets in conjunction with a variety of ML-based approaches. It has been determined through empirical research that KNN, XGBoost, and decision trees, in that order, provided optimum degrees of accuracy that were 94%, 81%, and 99%, respectively.
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