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## Abstract

By making use of the principle of differential subordination, we introduce and study a family for higher-order derivatives of multivalent analytic functions which are defined by means of a Dziok-Srivastava operator. We obtain some important results connected to inclusion relationship, argument estimate, integral representation and subordination property.
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## 1. Introduction

Let $\mathcal{A}_{p}$ denote the family of functions $f$ of the form:

$$
\begin{equation*}
f(z)=z^{p}+\sum_{n=1}^{\infty} a_{n+p} z^{n+p}, \quad p \in \mathbb{N}=\{1,2, \ldots\} \tag{1.1}
\end{equation*}
$$

which are analytic and $p$-valent in the open unit disk $U=\{z \in \mathbb{C}:|z|<1\}$ and let $\mathcal{A}_{1}=\mathcal{A}$. Upon differentiating both sides of (1.1) $j$-times with respect to $z$, we obtain

$$
f^{(j)}(z)=\varphi(p, j) z^{p-j}+\sum_{n=1}^{\infty} \varphi(n+p, j) a_{n+p} z^{n+p-j}
$$

where

$$
\varphi(p, j)=\frac{p!}{(p-j)!}=\left\{\begin{array}{ll}
1, & j=0 \\
p(p-1) \ldots & (p-j+1),
\end{array} \quad j \neq 0\right. \text {, }
$$

and $p, j \in \mathbb{N}, p>j$.
Stimulated by "aforementioned works on multivalent functions with higher - order derivatives (see, for example [1,7,14,15,16]).

Given two functions $f$ and $g$ which are analytic in $U$, we say that $f$ is subordinate to $g$, written $f \prec g$ or $f(z) \prec g(z)(z \in U)$, if there exists a Schwarz function $w$ which is analytic in $U$ with
$w(0)=0$ and $|w(z)|<1$ such that $f(z)=g(w(z)),(z \in U)$. In particular, if the function $g$ is univalent in $U$, then $f<g$ if and only if $f(0)=g(0)$ and $f(U) \subset g(U)$.

For functions $f$ given by (1.1) and $g \in \mathcal{A}_{p}$ given by

$$
g(z)=z^{p}+\sum_{n=1}^{\infty} b_{n+p} z^{n+p},
$$

the Hadamard product $f * g$ of $f$ and $g$ is defined by

$$
(f * g)(z)=z^{p}+\sum_{n=1}^{\infty} a_{n+p} b_{n+p} z^{n+p}=(g * f)(z) .
$$

For complex parameters $\alpha_{i} \in \mathbb{C}, \beta_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}$, where $\mathbb{Z}_{0}^{-}=\{0,-1,-2, \ldots\} ; 1 \leq i \leq l, 1 \leq j \leq$ $k ; l, k \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, the generalized hypergeometric function ${ }_{l} F_{k}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k} ; z\right)$ is defined by the following infinite series:

$$
{ }_{l} F_{k}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \ldots\left(\alpha_{l}\right)_{n}}{\left(\beta_{1}\right)_{n} \ldots\left(\beta_{k}\right)_{n}} \frac{z^{n}}{n!},\left(l \leq k+1 ; l, k \in \mathbb{N}_{0} ; z \in U\right)
$$

where $(x)_{n}$ is the Pochhammer symbol defined by

$$
(x)_{n}=\frac{\Gamma(x+n)}{\Gamma(x)}=\left\{\begin{array}{cl}
1 & (n=0), \\
x(x+1) \ldots(x+n-1) & (n \in \mathbb{N}) .
\end{array}\right.
$$

Corresponding to a function $h_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k} ; z\right)$ defined by

$$
\begin{equation*}
h_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k} ; z\right)=z^{p}{ }_{l} F_{k}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k} ; z\right) . \tag{1.2}
\end{equation*}
$$

Dziok and Srivastava [3] introduced a linear operator

$$
H_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k}\right): R(p, 1) \rightarrow R(p, 1)
$$

defined in terms of the Hadamard product as

$$
H_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k}\right) f(z)=h_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k} ; z\right) * f(z) .
$$

If $f \in R(p, 1)$ is given by (1.1), then we have

$$
\begin{equation*}
H_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k}\right) f(z)=z^{p}+\sum_{n=1}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \ldots\left(\alpha_{l}\right)_{n}}{\left(\beta_{1}\right)_{n} \ldots\left(\beta_{k}\right)_{n} n!} a_{n+p} z^{n+p} . \tag{1.3}
\end{equation*}
$$

In order to make the notation simple, we write $H_{p}^{l, k}\left(\alpha_{1}\right)=H_{p}\left(\alpha_{1}, \ldots, \alpha_{l} ; \beta_{1}, \ldots, \beta_{k}\right)$.
We note from (1.3) that, we have

$$
\begin{equation*}
z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{\prime}=\alpha_{1} H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)-\left(\alpha_{1}-p\right) H_{p}^{l, k}\left(\alpha_{1}\right) f(z) \tag{1.4}
\end{equation*}
$$

Differentiating (1.4), $(j-1)$ times, we get
$z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}=\alpha_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j-1)}-\left(\alpha_{1}-p+j-1\right)\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}$.
We note that special cases of the Dziok-Srivastava operator $H_{p}^{l, k}\left(\alpha_{1}\right)$ include the Hohlov linear operator [6], the Carlson-Shafer operator [2], the Ruscheweyh derivative operator [12], the Srivastava-Owa fractional operator [10] and many others.

Let $T$ be the class of functions $h$ of the form:

$$
h(z)=1+\sum_{n=1}^{\infty} h_{n} z^{n}
$$

which are analytic and convex univalent in $U$ and satisfy the condition:

$$
\operatorname{Re}\{h(z)\}>0, \quad(z \in U) .
$$

We will require the following lemmas in proving our main results.
Lemma 1.1 [5]. Let $u, v \in \mathbb{C}$ and suppose that $\psi$ is convex and univalent in $U$ with $\psi(0)=1$ and $\operatorname{Re}\{u \psi(z)+v\}>0,(z \in U)$. If $q$ is analytic in $U$ with $q(0)=1$, then the subordination

$$
q(z)+\frac{z q^{\prime}(z)}{u q(z)+v}<\psi(z)
$$

implies that $q(z)<\psi(z)$.
Lemma 1.2 [8]. Let $h$ be convex univalent in $U$ and $\mathcal{T}$ be analytic in $U$ with $\operatorname{Re}\{\mathcal{T}(z)\} \geq 0,(z \in U)$. If $q$ is analytic in $U$ and $q(0)=h(0)$, then the subordination

$$
q(z)+\mathcal{T}(z) z q^{\prime}(z)<h(z)
$$

implies that $q(z)<h(z)$.
Lemma 1.3 [4]. Let $q$ be analytic in $U$ with $q(0)=1$ and $q(z) \neq 0$ for all $z \in U$. If there exists two points $z_{1}, z_{2} \in U$ such that

$$
-\frac{\pi}{2} b_{1}=\arg \left(q\left(z_{1}\right)\right)<\arg (q(z))<\arg \left(q\left(z_{2}\right)\right)=\frac{\pi}{2} b_{2},
$$

for some $b_{1}$ and $b_{2}\left(b_{1}>0, b_{2}>0\right)$ and for all $z\left(|z|<\left|z_{1}\right|=\left|z_{2}\right|\right)$, then

$$
\frac{z_{1} q^{\prime}\left(z_{1}\right)}{q\left(z_{1}\right)}=-i\left(\frac{b_{1}+b_{2}}{2}\right) m \quad \text { and } \quad \frac{z_{2} q^{\prime}\left(z_{2}\right)}{q\left(z_{2}\right)}=i\left(\frac{b_{1}+b_{2}}{2}\right) m
$$

where

$$
m \geq \frac{1-|\varepsilon|}{1+|\varepsilon|} \quad \text { and } \quad \varepsilon=i \tan \frac{\pi}{4}\left(\frac{b_{2}-b_{1}}{b_{1}+b_{2}}\right) .
$$

Lemma 1.4 [11]. The function

$$
(1-z)^{\eta} \equiv \exp (\log (1-z)), \quad(\eta \neq 0)
$$

is univalent if and only if $\eta$ is either in the closed disk $|\eta-1| \leq 1$ or in the closed disk $|\eta+1| \leq 1$.

Lemma 1.5 [9]. Let $q$ be univalent in the unit disk $U$ and let $\theta$ and $\phi$ be analytic in a domain $D$ containing $q(U)$ with $\phi(w) \neq 0$ when $w \in q(U)$. Set $Q(z)=z q^{\prime}(z) \phi(q(z))$ and $h(z)=$ $\theta(q(z))+Q(z)$. Suppose that
(1) $Q(z)$ is starlike univalent in $U$,
(2) $\operatorname{Re}\left\{\frac{z h^{\prime}(z)}{Q(z)}\right\}>0$ for $z \in U$.

If $F$ is analytic in $U$, with $F(0)=q(0), F(U) \subset D$ and

$$
\theta(F(z))+z F^{\prime}(z) \phi(F(z))<\theta(q(z))+z q^{\prime}(z) \phi(q(z))
$$

then $F \prec q$ and $q$ is the best dominant.

## 2. Main Results

Definition 2.1. A function $f \in \mathcal{A}_{p}$ is said to be in the family $N\left(\alpha_{1}, l, k, p, j, \gamma ; h\right)$ if it satisfies the following differential subordination condition:

$$
\begin{equation*}
\frac{1}{p-j+1-\gamma}\left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}-\gamma\right)<h(z) \tag{2.1}
\end{equation*}
$$

where $p, j \in \mathbb{N}, p>j, 0 \leq \gamma<p$ and $h \in T$.
Theorem 2.1. Let $\operatorname{Re}\left\{(p-j+1-\gamma) h(z)+\gamma+\left(\alpha_{1}-p+j-1\right)\right\}>0$. Then

$$
N\left(\alpha_{1}+1, l, k, p, j, \gamma ; h\right) \subset N\left(\alpha_{1}, l, k, p, j, \gamma ; h\right) .
$$

Proof. Let $f \in N\left(\alpha_{1}+1, l, k, p, j, \gamma ; h\right)$ and put

$$
\begin{equation*}
q(z)=\frac{1}{(p-j+1-\gamma)}\left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}-\gamma\right) \tag{2.2}
\end{equation*}
$$

Then $q$ is analytic in $U$ with $q(0)=1$. According to (2.2) and using the relation (1.5), we obtain

$$
\begin{equation*}
\frac{\alpha_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j-1)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}=(p-j+1-\gamma) q(z)+\gamma+\left(\alpha_{1}-p+j-1\right) . \tag{2.3}
\end{equation*}
$$

By logarithmically differentiating both sides of (2.3) with respect to $z$ and multiplying by $z$, we get

$$
\begin{align*}
q(z)+\frac{z q^{\prime}(z)}{(p-j}+ & +1-\gamma) q(z)+\gamma+\left(\alpha_{1}-p+j-1\right) \\
& =\frac{1}{(p-j+1-\gamma)}\left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}-\gamma\right) \prec h(z) . \tag{2.4}
\end{align*}
$$

Since $\operatorname{Re}\left\{(p-j+1-\gamma) h(z)+\gamma+\left(\alpha_{1}-p+j-1\right)\right\}>0$, then applying Lemma 1.1 to the subordination (2.4), yields $q(z)<h(z)$, which implies $f \in N\left(\alpha_{1}, l, k, p, j, \gamma ; h\right)$.

Theorem 2.2. Let $\in \mathcal{A}_{p}, 0<a_{1}, a_{2} \leq 1$ and $0 \leq \gamma<p$. If

$$
-\frac{\pi}{2} a_{1}<\arg \left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g(z)\right)^{(j-1)}}-\gamma\right)<\frac{\pi}{2} a_{2}
$$

for some $g \in N\left(\alpha_{1}+1, l, k, p, j, \gamma ; h ; \frac{1+A Z}{1+B Z}\right),(-1 \leq B<A \leq 1)$, then

$$
-\frac{\pi}{2} b_{1}<\arg \left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j-1)}}-\gamma\right)<\frac{\pi}{2} b_{2}
$$

where $b_{1}$ and $b_{2}\left(0<b_{1}, b_{2} \leq 1\right)$ are the solutions of the equations :

$$
=\left\{\begin{array}{c}
a_{1} \\
b_{1}+\frac{2}{\pi} \tan ^{-1}\left(\frac{(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \cos \frac{\pi}{2} t}{2(1+|\varepsilon|)\left(\frac{(1+A)(p-j+1-\gamma)}{1+B}+\gamma+\left(\alpha_{1}-p+j-1\right)\right)+(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \sin \frac{\pi}{2} t}\right), B \neq-1 \\
b_{1} \quad, B=-1
\end{array}\right.
$$

and

$$
=\left\{\begin{array}{c}
a_{2} \\
b_{2}+\frac{2}{\pi} \tan ^{-1}\left(\frac{(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \cos \frac{\pi}{2} t}{2(1+|\varepsilon|)\left(\frac{(1+A)(p-j+1-\gamma)}{1+B}+\gamma+\alpha_{1}-p+j-1\right)+(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \sin \frac{\pi}{2} t}\right), B \neq-1 \\
b_{2} \quad, B=-1
\end{array}\right.
$$

with

$$
=\frac{2}{\pi} \sin ^{-1}\left(\frac{(A-B)(p-j+1-\gamma)}{\left(\gamma+\alpha_{1}-p+j-1\right)\left(1-B^{2}\right)+(p-j+1-\gamma)(1-A B)}\right) . \quad \text { (2.7) }
$$

Proof. Define the function $G$ by

$$
\begin{equation*}
G(z)=\frac{1}{(p-j+1-\tau)}\left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j-1)}}-\tau\right) \tag{2.8}
\end{equation*}
$$

where $g \in N\left(\alpha_{1}+1, l, k, p, j, \gamma ; h ; \frac{1+A Z}{1+B z}\right),(-1 \leq B<A \leq 1)$ and $0 \leq \tau<p$.
Then $G$ is analytic in $U$ with $G(0)=1$. Therefore by making use of (1.5) and (2.8), we obtain

$$
\begin{aligned}
&((p-j+1-\tau) G(z)+\tau)\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j-1)} \\
&=\alpha_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j-1)}-\left(\alpha_{1}-p+j-1\right)\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}
\end{aligned}
$$

Differentiating above relation with respect to $z$ and multiplying by $z$, we get

$$
\begin{align*}
& ((p-j+1-\tau) G(z)+\tau) z\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j)}+(p-j+1-\tau) z G^{\prime}(z)\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j-1)} \\
& \quad=\alpha_{1} z\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j)}-\left(\alpha_{1}-p+j-1\right) z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)} \tag{2.9}
\end{align*}
$$

Suppose that

$$
L(z)=\frac{1}{(p-j+1-\gamma)}\left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j-1)}}-\gamma\right) .
$$

Using (1.5) again, we have

$$
\begin{equation*}
\frac{\alpha_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g(z)\right)^{(j-1)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) g(z)\right)^{(j-1)}}=(p-j+1-\gamma) L(z)+\gamma+\left(\alpha_{1}-p+j-1\right) \tag{2.10}
\end{equation*}
$$

From (2.8) and (2.10), we easily get

$$
\begin{align*}
G(z)+\frac{z G^{\prime}(z)}{(p-j}+ & +1-\gamma) L(z)+\gamma+\left(\alpha_{1}-p+j-1\right) \\
& =\frac{1}{(p-j+1-\tau)}\left(\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g(z)\right)^{(j-1)}}-\tau\right) \tag{2.11}
\end{align*}
$$

Notice that from Theorem 2.1, $g \in N\left(\alpha_{1}+1, l, k, p, j, \gamma ; \frac{1+A Z}{1+B Z}\right)$ implies $g \in N\left(\alpha_{1}, l, k, p, j, \gamma ; \frac{1+A Z}{1+B Z}\right)$. Thus,

$$
L(z)<\frac{1+A Z}{1+B z} \quad(-1 \leq B<A \leq 1)
$$

By using the result of Silverman and Silvia [13], we have

$$
\begin{equation*}
\left|L(z)-\frac{1-A B}{1-B^{2}}\right|<\frac{A-B}{1-B^{2}} \quad(B \neq-1, \quad z \in U) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\{L(z)\}>\frac{1-A}{2} \quad(B=-1, \quad z \in U) . \tag{2.13}
\end{equation*}
$$

It follows from (2.12) and (2.13) that

$$
\begin{aligned}
& \mid(p-j+1-\gamma) L(z)+\gamma+\alpha_{1}-p+j-1 \\
& \left.-\frac{\left(\gamma+\alpha_{1}-p+j-1\right)\left(1-B^{2}\right)+(p-j+1-\gamma)(1-A B)}{1-B^{2}} \right\rvert\, \\
&<\frac{(A-B)(p-j+1-\gamma)}{1-B^{2}}, \quad(B \neq-1, \quad z \in U)
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{Re}\left\{(p-j+1-\gamma) L(z)+\gamma+\alpha_{1}-p+j-1\right\} \\
& \quad>\frac{(1-A)(p-j+1-\gamma)}{2}+\gamma+\alpha_{1}-p+j-1, \quad(B=-1, \quad z \in U) .
\end{aligned}
$$

Putting

$$
(p-j+1-\gamma) L(z)+\gamma+\alpha_{1}-p+j-1=\rho e^{i \frac{\pi}{2} \phi}
$$

where

$$
\begin{aligned}
& -\frac{(A-B)(p-j+1-\gamma)}{\left(\gamma+\alpha_{1}-p+j-1\right)\left(1-B^{2}\right)+(p-j+1-\gamma)(1-A B)}<\phi \\
& <\frac{(A-B)(p-j+1-\gamma)}{\left(\gamma+\alpha_{1}-p+j-1\right)\left(1-B^{2}\right)+(p-j+1-\gamma)(1-A B)},(B \neq-1)
\end{aligned}
$$

and $-1<\phi<1,(B=-1)$,
then

$$
\begin{aligned}
& \frac{(1-A)(p-j+1-\gamma)}{1-B}+\gamma+\alpha_{1}-p+j-1<\rho \\
& \quad<\frac{(1+A)(p-j+1-\gamma)}{1+B}+\gamma+\alpha_{1}-p+j-1, \quad(B \neq-1)
\end{aligned}
$$

and

$$
\frac{(1-A)(p-j+1-\gamma)}{1-B}+\gamma+\alpha_{1}-p+j-1<\rho<\infty, \quad(B=-1)
$$

An application of Lemma 1.2 with $(z)=\frac{1}{(p-j+1-\gamma) L(z)+\gamma+\alpha_{1}-p+j-1}$, yields $G(z)<h(z)$.
If there exist two points $z_{1}, z_{2} \in U$ such that

$$
-\frac{\pi}{2} b_{1}=\arg \left(G\left(z_{1}\right)\right)<\arg (G(z))<\arg \left(G\left(z_{2}\right)\right)=\frac{\pi}{2} b_{2},
$$

then by Lemma 1.3, we get

$$
\frac{z_{1} G^{\prime}\left(z_{1}\right)}{G\left(z_{1}\right)}=-\frac{m i}{2}\left(b_{1}+b_{2}\right) \quad \text { and } \quad \frac{z_{2} G^{\prime}\left(z_{2}\right)}{G\left(z_{2}\right)}=\frac{m i}{2}\left(b_{1}+b_{2}\right),
$$

where

$$
m \geq \frac{1-|\varepsilon|}{1+|\varepsilon|} \quad \text { and } \quad \varepsilon=i \tan \frac{\pi}{4}\left(\frac{b_{2}-b_{1}}{b_{1}+b_{2}}\right) .
$$

Now, for the case $B \neq-1$, we obtain

$$
\arg \left(\frac{1}{(p-j+1-\tau)}\left(\frac{z_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f\left(z_{1}\right)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g\left(z_{1}\right)\right)^{(j-1)}}-\tau\right)\right)
$$

$=\arg \left(G\left(z_{1}\right)+\frac{z_{1} G^{\prime}\left(z_{1}\right)}{(p-j+1-\gamma) L\left(z_{1}\right)+\gamma+\alpha_{1}-p+j-1}\right)$
$=\arg \left(G\left(z_{1}\right)\right)+\arg \left(1+\frac{z_{1} G^{\prime}\left(z_{1}\right)}{\left[(p-j+1-\gamma) L\left(z_{1}\right)+\gamma+\alpha_{1}-p+j-1\right] G\left(z_{1}\right)}\right)$
$=-\frac{\pi}{2} b_{1}+\arg \left(1-\frac{m i}{2 \rho}\left(b_{1}+b_{2}\right) e^{-i \frac{\pi}{2} \phi}\right)$
$=-\frac{\pi}{2} b_{1}+\arg \left(1-\frac{m}{2 \rho}\left(b_{1}+b_{2}\right) \cos \frac{\pi}{2}(1-\phi)+\frac{m i}{2 \rho}\left(b_{1}+b_{2}\right) \sin \frac{\pi}{2}(1-\phi)\right)$
$\leq-\frac{\pi}{2} b_{1}-\tan ^{-1}\left(\frac{m\left(b_{1}+b_{2}\right) \sin \frac{\pi}{2}(1-\phi)}{2 \rho+m\left(b_{1}+b_{2}\right) \cos \frac{\pi}{2}(1-\phi)}\right)$
$\leq-\frac{\pi}{2} b_{1}$
$-\tan ^{-1}\left(\frac{(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \cos \frac{\pi}{2} t}{2(1+|\varepsilon|)\left(\frac{(1+A)(p-j+1-\gamma)}{1+B}+\gamma+\alpha_{1}-p+j-1\right)+(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \sin \frac{\pi}{2} t}\right)$ $=-\frac{\pi}{2} a_{1}$,
where $a_{1}$ and $t$ are given by (2.5) and (2.7), respectively.
Also,
$\arg \left(\frac{1}{(p-j+1-\tau)}\left(\frac{z_{2}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f\left(z_{2}\right)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g\left(z_{2}\right)\right)^{(j-1)}}-\tau\right)\right)$
$\geq \frac{\pi}{2} b_{2}$
$+\tan ^{-1}\left(\frac{(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \cos \frac{\pi}{2} t}{2(1+|\varepsilon|)\left(\frac{(1+A)(p-j+1-\gamma)}{1+B}+\gamma+\alpha_{1}-p+j-1\right)+(1-|\varepsilon|)\left(b_{1}+b_{2}\right) \sin \frac{\pi}{2} t}\right)$
$=\frac{\pi}{2} a_{2}$,
where $a_{2}$ and $t$ are given by (2.6) and (2.7), respectively.
Similarly, for the case $B=-1$, we have

$$
\arg \left(\frac{1}{(p-j+1-\tau)}\left(\frac{z_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f\left(z_{1}\right)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g\left(z_{1}\right)\right)^{(j-1)}}-\tau\right)\right) \leq-\frac{\pi}{2} b_{1}
$$

and

$$
\arg \left(\frac{1}{(p-j+1-\tau)}\left(\frac{z_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f\left(z_{2}\right)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) g\left(z_{2}\right)\right)^{(j-1)}}-\tau\right)\right) \geq \frac{\pi}{2} b_{2}
$$

The above two cases contradict the assumptions. Consequently, the proof of the theorem is complete.
In the following theorem, we find integral representation of the family $N\left(\alpha_{1}, l, k, p, j, \gamma ; h\right)$.
Theorem 2.3. Let $f \in N\left(\alpha_{1}, l, k, p, j, \gamma ; h\right)$. Then

$$
\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}=z^{p-j+1} \cdot \exp \left[(p-j+1-\gamma) \int_{0}^{z} \frac{h(w(s))-1}{s} d s\right]
$$

where $w$ is analytic in $U$ with $w(0)=0$ and $|w(z)|<1,(z \in U)$.
Proof. Assume that $f \in N\left(\alpha_{1}, l, k, p, j, \gamma ; h\right)$. It is easy to see that subordination condition (2.1) can be written as follows

$$
\begin{equation*}
\frac{z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}=(p-j+1-\gamma) h(w(z))+\gamma \tag{2.14}
\end{equation*}
$$

where $w$ is analytic in $U$ with $w(0)=0$ and $|w(z)|<1,(z \in U)$.
From (2.14), we find that

$$
\begin{equation*}
\frac{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}-\frac{p-j+1}{z}=(p-j+1-\gamma) \frac{h(w(z))-1}{z} \tag{2.15}
\end{equation*}
$$

After integrating both sides of (2.15), we have

$$
\begin{equation*}
\log \left(\frac{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}{z^{p-j+1}}\right)=(p-j+1-\gamma) \int_{0}^{z} \frac{h(w(s))-1}{s} d s . \tag{2.16}
\end{equation*}
$$

Therefore, from (2.16), we obtain the required result.
Theorem 2.4. Let $1<\beta<2$ and $\eta \in \mathbb{R} \backslash\{0\}$ such that either $\left|2 \eta(\beta-1) \alpha_{1}+1\right| \leq 1$ or $\mid 2 \eta(\beta-$ 1) $\alpha_{1}-1 \mid \leq 1$. If $f \in \mathcal{A}_{p}$ satisfies the condition

$$
\begin{equation*}
\operatorname{Re}\left\{1+\frac{\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j-1)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}\right\}>2-\beta+\frac{1-p}{\alpha_{1}} \tag{2.17}
\end{equation*}
$$

then,

$$
\left(z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}\right)^{\eta} \prec(1-z)^{-2 \eta(\beta-1) \alpha_{1}}
$$

and $(1-z)^{-2 \eta(\beta-1) \alpha_{1}}$ is the best dominant."
Proof. Define the function $k$ by

$$
\begin{equation*}
F(z)=\left(z\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}\right)^{\eta} \tag{2.18}
\end{equation*}
$$

Differentiating (2.18) with respect to $z$ logarithmically and using (1.5), we obtain

$$
\frac{z F^{\prime}(z)}{F(z)}=\frac{\eta \alpha_{1}\left(H_{p}^{l, k}\left(\alpha_{1}+1\right) f(z)\right)^{(j-1)}}{\left(H_{p}^{l, k}\left(\alpha_{1}\right) f(z)\right)^{(j-1)}}-\eta\left(\alpha_{1}-p+j-1\right) .
$$

Now, in view of the condition (2.16), we have the following subordination

$$
1+\frac{z F^{\prime}(z)}{\eta \alpha_{1} F(z)}<\frac{1+(2 \beta-3) z}{1-z} .
$$

Assume that

$$
\theta(w)=1, \quad \phi(w)=\frac{1}{\eta \alpha_{1} w}
$$

and

$$
q(z)=(1-z)^{-2 \eta(\beta-1) \alpha_{1}},
$$

then by making use of Lemma 1.4, we know that $q$ is univalent in $U$. It now follows that

$$
Q(z)=z q^{\prime}(z) \phi(q(z))=\frac{2(\beta-1) z}{1-z}
$$

and

$$
h(z)=\theta(q(z))+Q(z)=\frac{1+(2 \beta-3) z}{1-z} .
$$

If we define the domain $D$ by

$$
q(U)=\left\{w:\left|w^{\frac{1}{\sigma}}-1\right|<\left|w^{\frac{1}{\sigma}}\right|, \sigma=2 \eta(\beta-1) \alpha_{1}\right\} \subset D
$$

then, it is easy to check that the conditions of Lemma 1.5 hold true. Therefore, we get the desired result.
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