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Abstract 

Smart agriculture is being implemented to minimise farmers' time 

consumption and make it more cost-effective. The autoencoder in smart 

farming uses a homogeneous set of features to detect anomalies within 

agricultural fields. Anomaly detection with deep learning establishes smart 

farming, where it predicts the vast amount of data. Machine learning 

extracts the massive amount of context information. As the population 

increases, food becomes scarce. A high level of agricultural production is 

sustained with a regression algorithm that improves diversification. To 

determine the complexity of the behavior, the pattern type must not exhibit 

the expected set of behaviours. To detect the aberrant set of behaviours, 

anomaly detection is used. Monitor all the agricultural data and livestock 

regions using different collection procedures. 

 

Keywords: Anomaly Detection, Deep Learning, Smart Agriculture, 

Regression Algorithm, Livestock Regions 
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1. Introduction 

Deep learning produces the exact range of outcomes of agriculture. Precision agriculture requires 

the use of several innovative approaches. Researchers use collections of image data for analysis to 

evaluate applications in a larger evaluation domain. Because even though we use expensive 

equipment to achieve results, no specific results actually occur. Integrate algorithms and their 

concerns using anomaly detection and deep learning. Because deep learning approaches are 

automated, no human involvement is required, which is seen as a major advantage. Utilize deep 

learning and anomaly detection to incorporate technologies and the issues they raise. We can 

determine agricultural yield in the field by fusing deep learning with outlier detection. These 

techniques ought to be employed to get evaluation information from the agriculture industry. By 

combining deep learning and anomaly detection, we can calculate crop productivity in the field. 

These methods should be used to collect assessment data from the agricultural sector. Sensors 

detect and collect the resources within field wherein crops are grown. Agriculture farmers should 

have a better understanding of agricultural production data analysis. To minimize farmers time 

consumption and cost efficiency, smart farming is ultized. A continuous set of information 

collecting may be sampled and monitoring data.  

Farmers must inspect quality of crops to avoid crop damage caused by climate change, humidity, or 

contagious illness. Each phase begins with maximizing the data from observation. In neural 

approach, the connected input data values are included into a single dataset as output. Smart 

agriculture is utilised to increase the nutritious value of food quality. Since, the farmers cannot 

easily keep track over their agricultural field. Imaging analysis categorize data in a systematic 

approach where the connected input data values are included into a single dataset as output. These 

sensing approach collects the images in terms of segments. The exact data level identifies the data 

threshold level and data sampling. Anomaly detection is used to evaluate and segment the image. 

Plant cultivation efficiency can be predicted by weather conditions and soil nutrients. The main 

purpose of using this technique is to minimise natural disasters that affect agricultural development.  

Primary data is estimated graphically using a neural approach that accurately represents the best 

crops for farmers to use and sow. DNN records the exact number of harvests in the corresponding 

fields. Collect field images and cultivated crops and analyse each piece of information. Modern 

farming methods reduce the amount of human labour in the fields. Time saving and work avoidance 

in various agricultural fields DNNs use varying levels of obfuscation to provide a precise selection 

of possibilities. Plant cultivation efficiency can be predicted by weather conditions and soil 

nutrients. The integration of anomalous approaches is used to improve agricultural development. 

Raw data is processed by cleansing and normalising the data with a threshold. Using normalised 

coefficients reduces the effectiveness of the error. Maximizing efficiency minimises loss rates. 

DNN improves a series of standardised advances, the fields of which are analysed by farmers. 

Sensors capture and collect data to improve plant observations.  

Continuous monitoring and transmission data are stored on our cloud platform. Routine testing of 

the supplement will be performed. Smart farming is used to support farmers by tracking soil 

composition, soil constituents, and soil nutrients. We are able to adapt to climatic conditions so that 

plant development is not otherwise affected. Models can autonomously learn to represent complex 

operations and changes in information. The probability that a system will detect a sequence during 

retraining affects its ability to recognise the same structure across interpretations. Such information 

technology requires a huge amount of testing involving unmarked tags to search for ideal values for 
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a large number of variables. It is therefore important to understand a representative sample of some 

properties of these fields in perceptual data. However, this is much more difficult than traditional 

conceptual feature extraction on other cropped image sets. In particular, a suitable method for 

determining site conditions allows timely measures to be taken throughout the growing stages to 

avoid large losses or increase potential yields. For example, to separate crop structures from 

agricultural drone images, the system can distinguish groups of weak fields from complex shapes 

and decisions. To identify data patterns that deviate from anticipated norms, anomaly detection is 

used. Neural networks are used in the regression and classification categories to evaluate issues. To 

implement smart farming, anomaly detection using autoencoders is used. Irregular activity may be 

classified and recognised via outlier detection. Datasets employ intricate pattern systems like neural 

network models and hidden nodes. Strategic recurrence, mean square (MSE) error, and deep neural 

(DNN) network accuracy all require attention. Paradigms utilising artificial neural networks 

(ANNs) are more frequently used to pinpoint issues in self-managed agriculture. 

 

2. Literature Review 

According to author [1], Agricultural big data consists of techniques that enable farmers to 

overcome additional data difficulties. The goal of this research is to gather information on barriers 

to the use of computer vision with big data in agriculture. Manufacturers can use the information 

combined with learning algorithms to solve problems such as decision-making. Smartphones have 

become more universally accessible, even in remote areas, as the Internet of Things becomes a 

reality. Researchers used his PRISMA to analyse comprehensive, ultra-sustainable agriculture. 

[2] has produced a research paper on sustainable farming that increases productivity and offers new 

perspectives on real-world agricultural production. In this study, we thoroughly evaluate the 

agricultural mass sensation of mobile devices and provide ideas for techniques for gathering 

agricultural information. MCS has several advantages, such as low cost, durability, and scalability. 

Sustainable agriculture exploits new application possibilities in various technologies. In this study, 

we thoroughly evaluate agricultural mass sensations on mobile devices and provide ideas for 

techniques for collecting agricultural information. Data collection optimistically collects all this 

data and addresses the issue. [3] asserts that as farming is being digitised, several organisational 

functions have undergone AI system transformations to maximise the value of the expanding data 

coming from multiple sources. The research shows that this subject is pertinent to various 

disciplines that are driving convergence in research globally. Additionally, wheat and grain, as well 

as cattle and sheep, were the most researched commodities and animals. With an emphasis on 

creating professional agroecosystems, ML has the capacity to address a wide range of issues. The 

most effective machine learning methods are artificial neural networks (ANNs), although other 

methods are used. 

[4] A study that proposes a thorough fusion of modern agriculture with digital technology 

Agriculture 4.0, commonly referred to as "intelligent agriculture production," is already a reality. 

However, digital security concerns should be resolved considering the improvements in agriculture 

brought about by modern computing technology. Furthermore, the latest route for intelligent 

agriculture includes 5G advanced technologies. Information is provided on farming and automated 

systems by sustainable agriculture. The following smart agricultural development strategies are 

described in this study: We then did additional studies utilising IoT and UV pesticide lights that 

demonstrated how agricultural technology affects agricultural stability.  
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This article [5] discusses technical advancements in smarter agriculture that are dependent mostly 

on the Internet of Things (IoT). It covers recent research and describes modern agriculture IoT 

concepts such as cloud applications, gateway platforms, open-source processes, software-based 

networks, virtualized virtual networks, and surveillance aircraft. Additionally, we categorise and 

assess the cutting edge of creative approaches to blockchain-based agriculture IoT logistics. These 

IoT solutions enabling mobile agriculture are further divided by them into seven categories. Smart 

technology for tracking, controlling flooding, using pesticides, preventing infections, reaping, 

managing suppliers, and farming. This phenomenon, which is mostly an anomaly in agricultural 

contexts, has to be resolved immediately. It concurrently analyses all sources of a particular sort of 

report, as opposed to simply one source of data as in earlier versions. Through locating aberrant 

data, this assists in minimising losses in agriculture brought on by environmental or other sources. 

In order to follow certain sensors that show abnormal behaviours, we created a system that is 

appropriate for detecting abnormality data. In general, the IoT network alerts these farmers of their 

location and analyses any potentially aberrant circumstances upon detection, assisting producers in 

diagnosing field issues. 

 

3. Methodology 

Data Pre-Processing 

The dataset demonstrates the precise level of distinguishing agriculture-based barriers to this crop. 

These produced crops are scaled against other crops based on the products harvested. In general, 

these accuracy-based techniques use batch efficiency to analyse crop improvement. A DNN-based 

architecture is used to analyse the field-mapped image transformations. Pre-processing of 

information to acquire useful information in a structured way Enhance the captured images using 

several image processing methods, such as image rotation, brightness levels, and image 

enhancement. In this proposed approach, an ImageNet dataset is used to determine the crop yield. 

DNN (Deep Neutral Network) 

Deep neural (DNN) networks are more powerful than the default features of support vector machine 

(SVM) machines. To complete the backpropagation strategy, we synchronise deep neural 

connections using hidden layers to analyse the total cost of yield. Adding hidden layers can increase 

the computational cost but improve the aggregation of large data sets. We need to address the 

accuracy of deep neural networks (DNN), mean squared error (MSE), and strategic fallbacks. In 

some cases, checking a large amount of aggregated data with a single-layer method is unlikely to 

yield high accuracy. 

 
Figure 1. Proposed Architecture Diagram 
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Crop Protection 

Utilize the image processing analysis and evaluation procedure to examine those harvested crops. 

To determine those crop production rates, different elements, such as crop quality and crop 

selection, are used. Agricultural productivity can be increased using machine learning. To minimise 

those crop losses, crops must be chosen based on favourable conditions. Crops must be chosen 

based on favourable conditions to minimise crop loss. Quality must be used to assess crop damage. 

Crop condition, crop growth, and weight have to be forecasted to detect crop quality. 

Anomaly Detection 

Anomaly detection can be used to classify and detect a set of deviant behaviours. Smart farming is 

being implemented to be cost-effective and minimise farmer time. It's hard to spot because it's 

about to collide with something far away. They are used to support objects that are fairly far away. 

Detect anomalies using homogeneous feature sets in the field using deep learning and anomaly 

detection integration. Restructure the data based on the method of categorising object activity. 

Identify complex pattern sets that are not behaving as expected. 

Autoencoder 

An autoencoder is an unmanned network standard that specifies where and when databases are used 

for compression, as well as how to restore data from a compressed file to its uncompressed state. 

Additionally, autoencoder compression capabilities are very helpful for image compression, as they 

can evaluate more information than other unsupervised learning techniques. It has been developed 

to be capable of rejecting input that isn't necessary for accurately reconstructing the actual 

information. 

 

4. Construction 

Data Annotation 

Classification predicts whether an input image contains instances of an entity type; recognition 

addresses both the category and location occurrences of each particular item in the image. However, 

at this point, it is important to distinguish between the concepts of image classification and object 

detection. Each image of a farm typically consists of many items of different classes that need to be 

calculated based on the exact identification and location of the crop. Annotating the frames of such 

sections, mostly in the image, and exporting the associated categorical and spatial information was 

actually the next step. The total sample size is greater than the number of images under 

classification. 

Image Processing 

Image is processed to identify the crop distinguish and analyze the crop sustainability in 

development. Researchers experience a degradation in computation efficiency when we include 

classification algorithms in our process. In order to identify the best models from the training 

process, we test these models on validation data and assess their performance. The runtime for 

several or even millions of images might be prohibitively expensive when the most effective 

classification technique would reduce the number of repetitions needed to categorise the whole 

image pool. Moreover, the foundation of all modern, effective advanced classifications is 

completely convolutional data. Economical alternatives are typically more comprehensive and 

powerful, requiring more trained images. After the predictor classifies these positive images and 

eliminates negative stereotypes at the end of each cycle, the labels for all images in the predominant 

residual data set are retrained in the next iteration. Therefore, the test data set has a weakly positive 

aspect ratio, so the confidence measure should be chosen carefully. Others can be used for 
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validation to select a good model from the training phase. The following images are actually for 

training and testing. For each iteration, we select images both uniformly and randomly from the 

unclassified population that is set aside to assess the accuracy of the classification. 

 
Figure 2: Autoencoder for Image Classification 

 

5. Experimental Results 

Anomaly Detection with Autoencoder 

The decoding phase creates neurons of the same dimensions, while the encoding step creates large 

visual features in the input signal. These autoencoders are optimised to reduce the mean error 

function, and it also uses the error function to compute anomaly scores. Information scores are used 

to determine the exceeded threshold range using anomalous states. In the training phase, we simply 

train a conventional autoencoder with standard data. In this testing phase, we feed the dataset into 

the autoencoder model. Consequently, by using retraining within the autoencoder, we can correlate 

those patterns with real-time network traffic information. 

 
Figure 3: Autoencoder ©scidirect 

 

These management layers aid in the compression of the validation set in an unbalanced dataset. To 

attain those normal behaviours and efficient ways of training networks, an autoencoder is utilized. 

The encoder cannot easily codify where those outlier data points easily arrive. When original data is 

reconstructed into a compact representation, it does not resemble the original data. These easily 

validate and detect those anomalies. When trained to retrieve the original, unobstructed signal, most 

autoencoders use substantially distorted information. It makes it possible for the hidden core 

network to get the pertinent information from the input data. Most crucial characteristics would be 

extracted by the encoder, which will also acquire a more reliable depiction of the input. The hidden 

units of an autoencoder ought to have fewer neurons than the input units on average. The 

reconstruction of original input from the encoded data is critical to building an anomaly detection. 

Neural network models using autoencoders may find low-dimensional approximations with a 

higher yield. Developing compact representations aids in condensing the information of a training 

instance when there are numerous characteristics. 

 



Mathematical Statistician and Engineering Applications 
ISSN: 2094-0343 

905 
 

Vol. 70 No. 2 (2021) 

http://philstat.org.ph 

 

 

Algorithms Image 

Set 

AUC Score 

ANN 5*5 0.765 

DNN 5*5 0.888 

AE-DNN 5*5 0.90 

AE-DNN with anomaly 5*5 0.926 

Table 1: Overall Performance 

 

 
Figure 4: AUC Score Analysis 

 

6. Conclusion 

Crops that had been produced were examined via image analysis. Therefore, the primary elements 

that affect agricultural output rates include crop quality and crop selection. To improve agricultural 

yields, deep learning can predict crop-based illnesses, irrigation patterns, and disease-based 

patterns. Both regression and classification issues are classified using neural networks. The dataset 

employs a neural network-based advanced hidden layer approach. Because of their high efficiency 

in classifying field images, deep neural networks have shown their viability. Finding patterns in 

data that deviate from anticipated norms is frequently done using anomaly detection techniques. 

Using autoencoders in conjunction with deep learning and anomaly detection, crop productivity in 

the field may be determined. Image anomaly detection using autoencoders can considerably help 

smart farming systems. Outlier detection using autoencoders may significantly improve image 

processing and analyse more information than some other unsupervised techniques to allow smart 

farming practises. 
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