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Abstract 

Grammar checking has been identified as an important application of Natural 

Language Processing. Development of automated grammar checking tools is 

gaining popularity among the researchers as well as among the commercial 

software developers. There are different techniques which are used for the 

development of the grammar checker of any language. These techniques include 

rule based technique, machine learning based technique and hybrid technique. 

This research article, presents the analysis of these techniques, their working 

methodology highlighting the benefits and the associated challenges. Our study 

also investigates over 30 research articles of grammar checking approaches in 

different languages. This will help our research community to analyze the 

evolution of the grammar checking task over the past few decades and take the 

further research and development decisions. 

Keywords—Grammar checking, Natural Language Processing, Rule based, 

Machine Learning based, Hybrid Technique. 

 

 

INTRODUCTION 

Grammar checking software are intelligent computer applications which check the correctness of an 

input sentence. Correctness of a sentence is checked with the help of an underlying grammar of the 

natural language. The grammar consists of a set of rules which govern the formation of sentences in 

that language. It is difficult for the second or foreign learners of a language to write the correct 

grammatical sentences. Here comes the need of automatic grammar checking tools which could 

help in language learning or proofreading. A grammar checking tool generally takes some input 

text, detects the ungrammatical phrase and possibly corrects it automatically.  Some of the key 

features of a grammar checker as described by Naber [3] are (1) it should be faster in response, (2) 

can be integrated with the existing word processor, (3) should have lower false alarm rate, and (4) it 

should find almost all types of errors. 

The development of automatic grammar checking software was started in the early 80’s. The 

Earliest tools were based on error correction by simple word matching or word replacement [1]. 

Nowadays, more sophisticated tools have been developed such as Grammarly [2], Ginger[4], 

BonPatron [30] and LanguageTool [3], which combines a variety of techniques to automatically 

detect and correct ungrammatical phrases in the text. To develop new tools with enhanced 

capability, one must seek for the approaches, methodologies and techniques applied in the past.  
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This paper is organized into following sections: Section II presents the review of the existing 

literature. Section III presents the classification of Grammar checking techniques. Section IV 

presents the comparative analysis of these techniques. Finally, section V concludes our study. 

II. LITERATURE REVIEW 

 

Bustamante et al[17] developed a GramCheck for Spanish language using the rule based technique. 

The rules were handcrafted after carefully analyzing the Spanish text from newspapers. Domeij et al 

[21] developed Granska, a Swedish grammar checker using the rule based technique whereas Jonas 

et al [26] proposed a new Swedish grammar checker using machine learning technique. Bal Krishna 

et al [20], Bopche et al [14], Gill et al [18] and Sagar et al[23] developed rule based grammar 

checker for Nepali, Hindi, Punjabi and Kannada languages respectively. Van Compernolle et al 

[30], Ehsan et al [16], Tesfaye et al [19], Jiang et al [15] and Matthew Phillip et al [22] developed 

rule based grammar checkers for French, Persian, Afan Oromo, Chinese and Filipino languages 

respectively. For developing English Grammar checkers [25], [27], [28], [5], [9], [11] and [13] 

applied machine learning technique, while [31],[32], [3], [33], [8], [10] applied the rule based. A 

Bangla Grammar checker was developed by Alam et al [24] using the machine learning technique. 

Hybrid Systems were developed for English language by [6], [29] and [12]. No Literature was 

found for [2] and [4]. A comparative summary of these Grammar checkers is given in Table 1, 

Table 2 and Table 3. 

 

III. CLASSIFICATION OF TECHNIQUES 

After carefully analyzing the literature, we identified that all the methods can broadly be classified 

into three main techniques; namely Rule based grammar checking, Machine learning based 

Grammar checking and Hybrid technique of grammar checking. See Figure 1. 

 

Figure 1: Classification of Grammar Checking Techniques 

 

1) Rule based technique: 

 

The traditional approach of grammar checking is to detect the ungrammatical sentence by checking 

the text against a finite set of handcrafted grammar rules. If the text does not match any of the rules 

from the rule set then the text is marked as erroneous.  These rules can be utilized to provide 

comments or explanation of why the sentence is ungrammatical. This technique is extremely 

helpful for the purpose of Computer Assisted Language Learning [34] (CALL). Rules can be easily 

added to correct new errors or deleted/modified to remove false alarms. However, manual 

maintenance of hundreds of grammar rules is a complex task.  

A list of rule based grammar checkers developed for different languages is provided in table 1. 

 

2) Machine Learning based technique: 
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Machine learning technique is based on the statistical analysis of the text from large corpora for 

automatically detecting and correcting grammar errors [5], [13]. These corpora are built by 

collecting correct text from the native or non-native speakers of a particular language. Text could 

also be collected from newspapers, documents, books, essays and other such resources. The text is 

then tagged using Part-of-speech tag list. These tags or some other features of correct sentences 

from the corpus are utilized to train the machine learning model. The model automatically corrects 

an ungrammatical phrase based on the learned patterns. This technique is not Language dependent 

since it does not require knowledge of deep grammar rules of any language. This technique is easier 

to implement as compared with rule based but the availability of large corpus (annotated as correct 

and incorrect sentences) makes it unsuitable for low resource languages.  

 

A list of machine learning based grammar checkers developed for different languages is provided in 

Table 2. 

 

3) Hybrid technique:  

Hybrid techniques [6], [29], [12] are an amalgamation of machine learning and rule based 

techniques of grammar checking. The text from annotated corpus is used to train the learning model 

and the results could be refined by applying manually designed rules which are language specific 

[6]. This technique utilizes the best advantages of each technique and hence is able to detect and 

correct more complex type of errors. Introducing the statistical analysis in rule based system 

reduces the complex and mundane task of rule designing. As it combines both the techniques, the 

developed system is more robust and achieves higher efficiency. 

A list of hybrid grammar checkers developed for different languages is provided in Table 3. 

. 

Table 1: Rule Based Techniques.  

Approach Year Language Dataset used in the research Results 

[17] 1996 Spanish 
70,000 words including text fragments from 

literature, newspapers 
Not specified 

[31] 1997 English Students essay Not specified 

[32] 1997 English 
Corpus of 27000 words of text by French 

native speakers. 
Not specified 

[21] 2000 Swedish Swedish sentences Not specified 

[3] 2003 English Mailing list error corpus of 224 sentences. Not specified 

[33] 2004 English SST corpus of 221 sentences Success rate: 80% 

[8] 2007 English 
Reuters-21578 corpus, sentences from book- 

Avoid Errors 
Not specified 

[20] 2007 Nepali Nepali Text Not specified 

[30] 2007 French Corpus of French text. Accuracy: 86% 

[18] 2008 Punjabi Punjabi sentences in Gurmukhi script Not specified 

[23] 2009 Kannada Kannada sentences Not specified 

[16] 2010 Persian Persian sentences 
Precision: 71% 

Recall: 83% 

[10] 2010 English 
Corpus of English sentences collected from 

lang-8.com. 

Success rate: 

67.2% 

Precision: 40.16% 

Recall: 20.28% 
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[14] 2011 Hindi Hindi sentences. Not specified 

[7] 2011 English Not specified Not specified 

[19] 2011 
Afan 

Oromo 
Graduate student’s thesis text in Afan Oromo 

Precision: 88.89% 

Recall: 80.00% 

[15] 2012 Chinese 

Chinese Wikipedia 

Errors from China Matriculation 

Examinations and Chinese Books 

Accuracy: 90% 

[22] 2017 Filipino Filipino sentence corpus Accuracy: 64% 

 

Table 2: Machine Learning Based Techniques.  

Appro

ach 

Yea

r 

Langua

ge 
Dataset used in the research Results 

[25] 
200

5 
English 

Wall Street Journal (WSJ) corpus, Penn Treebank 3 

release, BNC sampler, SUSANNE, MULTEXT-

East 

Not specified 

[26] 
200

6 
Swedish Swedish Parole corpus, Swedish text from Internet Precision: 92% 

[27] 
200

6 
English Japanese Learners’ English corpus Accuracy: 88.7%  

[28] 
200

6 
English WordNet Not specified 

[5] 
200

6 
English 

Reuters newswire articles, CLEC corpus.  

English sentences from Chinese websites. 

Success rate: 61.81 

% 

[24] 
200

7 

Bangla, 

English. 

Bangla sentences from 5000 words Prothom-Alo 

corpus. 

English Sentences from Brown Corpus. 

Accuracy: 63% 

(English) 

53.7% (Bangla) 

[9] 
200

7 
English 

Hiroshima English Learners corpus, Japanese 

Learners of English corpus & Chinese Learner 

Error corpus. 

Accuracy: 81.3 % 

Precision: 83.09 % 

Recall: 81.24 % 

F-score: 81.25% 

[11] 
201

1 
English 

NUCLE corpus, Gigaword Corpus, Wall Street 

Journal. 

F score: 19.29 

(articles) 

11.15 

(Prepositions) 

[13] 
201

3 
English NUCLE, Google web 1T 5-gram corpus. 

Precision: 62.19% 

Recall: 31.87% 

F score = 42.14% 

Table 3: Hybrid Techniques.  

Appro

ach 

Ye

ar 

Langua

ge 
Dataset used in the research Results 

[6] 
200

7 
English 

MetaMetrics corpus of 1100 & 1200 Lexile text, 

newspaper text, Chinese, Japanese & Russian’s ESL 

essays. 

Precision:  80% 

Recall: 30.4 % 

[29] 
201

0 
English English sentence corpus Not specified 
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[12] 
201

3 
English NUCLE, CLC, FCE, EVP corpora 

Precision: 46.70 % 

Recall: 34.30 % 

F  score: 43.55 % 

IV. COMPARISON OF GRAMMAR CHECKING TECHNIQUES 

 

In this section, we present the comparison of the three grammar checking techniques. Each 

technique has its own benefits and drawbacks.The selection of the technique depends upon the 

underlying language and its features and also to the available language resources to some extent. 

Table 4 provides comparison of the three techniques. 

 

Table 4: Comparison of Grammar Checking Techniques. 

Techniq

ue 
Benefits Challenges 

R
u
le

  
B

as
ed

 

Rule based systems are easy to build. Rule designing needs a lot of manual effort. 

Can provide proper explanation or the 

erroneous sentence.  

Requires complete number of grammar 

rules to cover all types of errors. 

Rules can be easily added, modified or 

removed. 
Requires deep linguistic knowledge. 

It is easy to incorporate domain knowledge 

into linguistic knowledge. 

Complexity of the rule increases 

exponentially as we try to solve different 

types of errors. 

The rules can be written by the linguists, 
having limited or no programming skills. 

Difficult to implement automatic error 
correction. 

The rules designed for one system can be 

reused for another similar system. 
 

It is easy to trace the rule which made the 

decision. 

M
ac

h
in

e 
L

ea
rn

in
g
 B

as
ed

 

Provides better results as compared to rule 

based systems. 

ML based systems uses corpus data which 

must contain sufficient instances of all 

types of grammar errors.  

Helpful in addressing a wide range of complex 

errors  

Explanation of errors or comments cannot 

be provided. 

Deep knowledge of the underlying language 

grammar is not necessary. 

System may predict a correct sentence as 

wrong. (False Alarm) 

Training data is easily available. 
Results of ML based systems are difficult 

to interpret. 

Language independent system can be 

developed. 

ML based systems requires annotated 

corpus, which is a problem with low 

resource languages. 

A variety of learning models can be applied. 
Corpus must be large enough for better 

learning. 
Automatic error correction can be 

implemented easily. 

H
y
b
ri

d
 

Helpful in addressing a wide range of complex 

errors. 
Complex systems. 

Robust and efficient. 

Needs careful experimental analysis to 

identify which part of the system must be 

rule based and which must be ML based. 
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Introduction of ML reduces the number of 

rules to be designed. 
 

Some hybrid systems reported better 

performance. 

 

V. CONCLUSION 

Development of Grammar checking tools has been evolved since 1980. There are three 

development techniques namely rule based technique, machine learning based technique and hybrid 

technique. Rule based technique utilizes handcrafted rules to identify grammatical errors in the text, 

Machine learning technique utilizes a large corpus of text to learn the correct sentences and the 

hybrid one is the combination of both the techniques. Each of these techniques has their own 

benefits and drawbacks. Hence, the choice of a technique for developing a grammar checker 

depends on the target language and its resources. 

Much work has been done in developing grammar checkers for different languages. Some of them 

are low resource languages which are not widely used; therefore they lack the availability of large 

corpora for the purpose of research and development in the field of grammar checking. But, the 

most progressive work has been done for English language, so far. Out of the 30 research articles 

that we have analyzed, 18 were based on English grammar checking. Most of them have achieved 

high accuracy. Although, there is much need for improvement. Thus, future studies can be done on 

analyzing the approaches of automatic grammar checking for English language and identifying the 

current state-of-art. 
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