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Abstract 

Arrhythmia is a common cause of death in people affected by 

Cardiovascular diseases (CVD). In clinical practice, computer-aided 

arrhythmia prediction using electrocardiograms is critical, and it has the 

potential to minimize mortality caused by untrained clinicians. To predict 

arrhythmia on electrocardiograms (ECGs), machine learning models have 

been designed based on the ECG signal features architecture, which is a 

biologically inspired neural network Furthermore, computer-aided 

approaches frequently succeed in early identification of arrhythmia scope 

from ECG readings received, which are frequently provided by individuals 

or medically dispersed networks such as the internet of medical things 

(MIOT). Distributing computer-assisted therapy techniques that have been 

successfully used to treat human arrhythmia is all the rage these days, and 

machine learning is the latest trend in this area. Particularly well-liked in 

computer-aided arrhythmia prediction technologies are machine learning 

methodologies. The majority of recent research focuses on the use of 

cross-media traits in machine learning training. However, false alarms are 

commonly generated by machine learning models because of the huge 

dimensionality of the cross-media feature values employed in training. 

The high dimensional features of cross-media in the learning phase was 

addressed in this paper, and a fusion strategy was presented to minimize 

the total data points. It also established a method for predicting 
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arrhythmias from electrocardiograms using the Arrhythmia Prediction by 

Ensemble Classification approach (APEC). The suggested technique is a 

classification methodology that selects appropriate cross-media 

characteristics by combining diversity assessment factors. The suggested 

method's growth in the prediction accuracy of both labels is the subject of 

the experimental investigation. The cross-validation statistics of deep 

genetic ensemble classification (DGEC), and support vector machine 

(SVM-Ensemble) were compared to modern techniques of machine 

learning-based arrhythmia prediction algorithms to scale the performance 

of the APEC. 

Key Words: Cardiovascular Disease; Coronary Arteries;  Internet of 

Medical Thing; Medical IoT; Naïve Bayes; Particle Swarm Optimization; 

World Heart Federation (WHF) 

 

 

1. Introduction 

Cardiovascular diseases (CVD) are the leading cause of global health. The World Heart 

Federation (WHF) was founded in 1972 in Geneva, Switzerland. WHF is a global leader in 

cardiovascular health. WHF promotes heart health and reduces the global burden of heart disease 

and stroke, which claim 18.5 million lives annually. During this, the report of WHF (world heart-

federation) in 2016, 1 out of 3 deaths were the cause of CVD, although most heart diseases, which 

are premature, have inevitable. The CVD financial burden was $863 billion, predicted to enhance 

by 22% through 2030, which costs a billion of $1.044 [1]. Because of blocked, stiffened, or 

narrowed blood vessels, which prevents the necessary amount of blood supply towards the brain, 

heart & other body parts. There are distinct CVDs types, yet blockage or narrowing of coronary 

arteries (CA) could be most of the heart diseases, and it ensues over time slowly.  

The CAs are the blood vessels whose purpose is supplying the blood towards the heart. Heart 

disease is associated with valves in the heart, which might not pump properly and cause failure in 

the heart. The most common heart disease symptoms are breath shortness, weakness, neck pain, and 

throat& chest pain. Nevertheless, some of the controlling parameters assist us in lessening heart 

disease risk like controlled BP, evading smoking, minimum cholesterol, and daily exercise. 

Typically, CVD cannot be diagnosed until heart failure, stroke, angina, a heart attack occurs. 

Hence, it is significant to observe the cardiovascular factors and consult doctors.  
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The progression in information and computing schemes has enabled the health company to 

gather and store the daily medical data, making crucial medicaldecisions. Here, stored data of 

patients has been examined to make crucial decisions related to medications that might incorporate 

diagnosis, estimation, treatment line, & analysis of an image. The health care system has a wealth 

of data available, and hence it is the rich information by inappropriately of poor knowledge. For the 

past few years, the algorithms of machine learning act as an important part of solving intricate, 

maximum non-linear classification and estimation issues.    

1.2. Problem Statement 

In an empirical investigation, modern machine learning and AI algorithms for analysing 

electrocardiograms and predict arrhythmia scope show encouraging results. An important limitation 

in medical diagnosis is the imbalance as well as covariance of specificity and sensitivity, which 

results in intolerable false alarms. Their experimental investigation was carried out on a corpus of 

data with high sensitivity and specificity, despite the fact that the few contributions had balanced 

specificity and sensitivity. A vital research objective is the computer-aided diagnosis of arrhythmia 

utilising artificial intelligence techniques like machine learning. 

1.3. Research Objective 

It is possible to construct an estimating approach that may predict the presence or absence of 

heart disease based on a variety of heart-related symptoms. It is a critical precondition in 

forecasting any disease, where the prediction algorithm must classify the healthy patient as 

accurate. Thus, precisely anticipating disease, especially heart disease, is extremely important. 

1.4. Organization of the manuscript 

In the other sections of this work, the emphasis on section 2 is related. The current diversity 

measures to optimize cross-media features for arrhythmia prediction by ensemble classification 

models and several algorithms implemented by various researchers are discussed.  Accordingly, 

section 3 proposed a solution in applying the demographic data features. Followed by section 4, the 

results and experimental study of this work are discussed. Conclusion for the work is discussed in 

section-5, followed by references. 
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2. Related Work 

Different ML algorithms including random-forest, SVM [2], ANNs, naïve Bayes (NB), 

decision tree (DT), have been extensively utilized in several disease classification and estimation 

issues. Few of these implementations involve heart disease [3-11]. Nevertheless, the disease 

prediction based on ML development method and decision making related to medicine is a non-

trivial challenge [5]. Here, some of the significant problems are the organization, collection and 

acquisition of data used for training the ML system.  

The work [12] implemented several ML techniques and the performance is compared on eight 

medical datasets by utilizing five divergent factors: explanation, transparency, mislaid data handling 

and performance. Among distinct assessment factors, the NB, semi NB, KNN & back-propagation 

models have been assessed to be very good. Further, regarding transparency, the DT has been 

assessed to be very good. Here, mislaid data handling factors, NB & semi NB have been tagged to 

be very good.  The work discusses ML techniques and implementation approaches The work [12] 

has notbeen offered computable prediction accuracy methods. The work [3] introduced a prototype 

for heart disease estimation systems possessing an interface based on the web for a query of what-if 

that uses three classifiers: NB, ANN & DT. Here, a survey on ML implementations in healthcare 

methods, specifically predicting heart disease [13], [14]. 

Here, the work [13] presents that NB and DT classifiers perform better than other methods 

while ANN, KNN & classification based on clustering could not perform better. The work [14] 

presents an experimental study on published 149 manuscripts from 2000-2015 for cardiology 

prediction, DT; SVM & ANN were identified as the most frequently used ML schemes. The work 

[13] [14] presents that two manuscripts contradicted in general statement-making highly accurate 

ML schemes for predicting heart disease. Besides, this contradiction might be due to variances in 

datasets and risk parameters under consideration.  

The comparative analysis of classification schemes was exhibited that DT classifiers were 

accurate and simple [15]. Here, NB was identified as an optimal algorithm, succeeded by NNs and 

DT [16]. The ANN was also employed to estimate diseases. Moreover, supervised networks are 

utilized for diagnosing and they could be trained by using the BP algorithm. Further, simulation 

outcomes have depicted a reasonable accuracy [17]. 

Moreover, contemporary research used ensemble models to enhance classification accuracy in 

heart disease prediction [18]. The work [19] presents that integration of fuzzy logic-based NN and 

GA for the extraction of features envisioned an enhancement in accuracy up to 99.97% [20]. The 
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work [20] presents that GA-based trained fuzzy NN generated 97.78% accuracy to diagnose heart 

disease.  

The work [21] presents that the accuracy of classification attained in heart-disease prediction 

risk by utilizing a classification system based on a rough set with a distinct dataset is 93% [21]. 

Moreover, NN is also used to lower the human fault in identifying BP, heartdisease & blood sugar 

[22-24] . The novel method CANFIS (coactive Neuro-fuzzy inference system) integrated with NNs, 

GA, and fuzzy logic exhibited better outcomes to estimate heart disease. In this, GA was used to 

tune the factors for automatic CANFIS and optimum feature set selection. The work [25], [26] 

presents that method is exhibited to be a resourceful tool to evaluate medical professionals in 

estimating heart disease [25]. The work [27] presented a model that endeavors to attain optimal 

accuracy, and an additional feature selection step was proposed.  

The classifiers-based SVM exhibited maximum accurate outcome to classify heartbeats. The 

factors have been simplified by using PSO (particle swarm optimization) [28], [29]. In this, the 

algorithm of K-means clustering is used for extracting data from the dataset, and frequent patterns 

are extracted by using MAFIA (maximum frequent Item-set algorithm) to estimate heart disease 

based on different weightage allocated towards distinct parameters. Moreover, frequent patterns 

possess a maximum value of more than a particular threshold and are identified to be accurate in 

identifying the myocardial infarction occurrence [23].  

To enhance final estimation, ensemble classifiers aggregate individual classifier decisions. 

Several ensemble classifier techniques are presented in the literature [30]. Models like AdaBoost 

[31] and Bagging [32] are used to train each classifier. The work [33] provides difficulty since it 

involves a large total outputs and an ensemble classifier. Other contributions focus on training each 

classifier with a diverse range of input characteristics. Integrating classifiers trained on different 

feature sets are useful, according to experiments [34], especially when single classifiers perform 

well. The contemporary model [35] developed an ensemble of SVM classifiers to classify a 

balanced dataset. Furthermore, compared to training a single SVM using all data sources, training 

each SVM with distinct data sourcesboosted the results. 

The contemporary ensemble technique [36] selects optimal features using GA-SVM (genetic 

algorithm-based support vector machine) (SVM-Ensemble). The limitations of machine learning-

based arrhythmia prediction are addressed by automatic detection of cardiac arrhythmia using deep 

genetic ensemble classification (DGEC) [37]. To detect arrhythmias in ECGs, DGEC employs 

linear SVM, neuro-SVM, RBFNN, and KNN. Although the DGEC performs ensemble 
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classification, it is ineffective to solve the problem of false alarms produced by the training 

variables' high dimensionality. Ensemble and hybrid approaches deal with dimensionality by 

training several classifiers with the same information. Dimensionality continues to generate false 

alarms. 

Though several models are utilized to estimate heartdisease risks with better accuracy in the 

research, some classification algorithms detect a risk of heart disease with deprived accuracy. Many 

types of research, which produce maximum accuracy, employ a hybrid model that includes 

classification algorithms. Unlike the contemporary models stated, the suggested ensemble model 

APEC is using cross-media features, a fusion technique to reduce the load of the features to use in 

the training phase, and addressing an ensemble approach to handle the high dimensionality in 

features to achieve a significant reduction in false alarming. 

3. Methods and Materials 

In the ensemble classifiers, the approaches or methods have been divergent from each other, 

including variances in hypothesis, initial seed, and population and modeling mechanism. As stated 

in the contribution [38], three ensemble system pillars: training each ensemble system, integrating 

ensemble members, and diversity. Classification is the process of classifying a specified set of data 

into classes. Further, it may be performed in both unstructured and structured data. 

3.1. The Data 

The arrhythmia prognosis method uses machine learning, which uses cross-media data as input 

to perform training and prediction phases. The electrocardiogram's demographic features, the 

sequence of digital signal coordinates of the electrocardiogram signals as sequential patterns, and 

features of the QRS complex‘s virtual images have been considered for the proposed approach. The 

other qualitative objective minimizing or nullifying the false alarming caused by the high 

dimensional features considered to train the proposal. The datasets MIT-BIH [39], PTB-XL [40] 

and SHHS [41] dataset has considered. Though the dataset SHHS has both the electrocardiograms 

and polysomnograms of the anonymized patients, to achieve uniformity in features, the 

electrocardiograms only have been considered from the corresponding dataset. To amplify the 

dimensionality in the values projected for optimal features. The electrocardiograms of diversified 

datasets are considered input data for both the training and testing phase of the proposal. 
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3.2. Demographic Features 

A rhythm or heartbeat rate that is unusually low or high, or has a non-conducive pattern, is 

known as arrhythmia. The ECG signal series is used to recognize the heartbeat format in the data 

format. These signals were also utilized to identify a unique collection of tri-dimensional 

characteristics. These qualities and characteristics are explored further down. 

3.2.1. Intervals 

The RR interval is the delay between successive R waves of the ECG signal and their inverted 

signal to the HR. It is an inherent function of the Sinus perch and automatic effect circumstances. 

For the QRS complex, the PR Interval is the estimated P-wave start. The AV perch decides on 

line rerouting. The average PR interval is 120-200 milliseconds. First-degree heart block is 

indicated by PR intervals of more than 200 milliseconds. 

The average QRS complex lasts 0.08-0.10 seconds or 80-100 milliseconds. It's regarded as 

moderate and prolonged when the duration is 0.10-0.12s. QRS duration of more than 0.1s is 

considered abnormal. 

The intrinsic character of the QT interval has been and recognized at various lengths. The QT 

interval is typically 400-440 milliseconds (0.4-0.44s). QT intervals in female patients are longer 

than in male individuals. QT intervals are lengthened by low heart rates. 

This QTC interval is 0.40s-0.44s for normal QTC. The QTC in situations of sudden cardiac 

death or arrest is 431-450ms in males and 470ms in females. When QTC in males or females 

reaches 450ms or 470ms, it is deemed abnormal. 

3.2.2. Axis 

The ECG axis depicts the entire electrical activity of the heart. It can be any of the following: 

left, right, normal, or undetermined (northwest axis). 

The sinoatrial perch depolarizes the atrium, and the P-Wave Axis Score redirects to atrial 

depolarization. The SA perch and the P-wave in lead II create the action potential. 

The QRS axis score of the wave is crucial in determining the QRS axis, which can range from -

30 to +90 degrees. Negative results for left axis deviation ranged from -30 to -90. The right axis 

deviates by 900-80 degrees. 

During the heart's intermediate period, the T-wave is the shift in ventricular membrane 

potential (interval of the composite QRS to the apex of the T-wave). Non-cardiac and cardiac 

diseases can be caused by T-wave fluctuations and abnormally inverted T-wave amplitudes. 
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The QRS axis and limb scores confirm the T or P wave axis. The angle of the QRS axis should 

be between -30 and +90 degrees. A -30 to -90° QRS vector represents left axis anisotropy. 900o and 

180o are shown on the right axis. The entire angle of the axis is unknown. 

3.2.3. Signal 

Biomedical signals' statistical characteristics change throughout time. Wavelet transformations 

are used to represent signals with both frequency and time, making it possible to analyze ECG 

signals. This wavelet transform is used to extract ECG characteristics [42], recognize heartbeat 

[43], and de-noise [44]. The suggested model extracted features using DWT, which may be divided 

into higher or lower frequency approximation devices. 

Conflicts, eyelets, discrete, Daubechies, and Meyer [45] are some of its orthogonal features. 

Each heartbeat has been fragmented using wavelet transform discrete Meyers finite impulse 

response conditions ranging from 011.25Hz to 11.2522Hz. Wavelet features that decrease 

dimensionality using ICA provide 200 coefficients. To get 12 morphological input characteristics, 

six significant ICA components were picked from two DWT sub-bandsthe below used formula 

notations in table 1. 

Table 1: Formula Descriptions 

ECG  electrocardiograms 

,fP fN  features of positive and negative 

| |r  record 

s  size 

,a bd d  distribution 

i  Index 

icr  cumulative ratio 

1 2| |,| |v v  vector 

' 'sd  standard-deviations 

n  Number 

C  Centroid 

icl  Cluster 

ng  n-gram 
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3.3. Signal Features 

A set of electrocardiograms has been presented in digital format (as x, y coordinates). Each of 

these electrocardiograms represents the patient who tested positive or negative for arrhythmia. The 

set ECG  shall be partitioned into two sets ,pT nT having electrocardiograms tested positive and 

negative in respective order. Each entry of these sets ,pT nT  is the sequence of y-coordinates 

representing the sequence of x-coordinates. The sequential patterns of size greater than zero shall be 

discovered from each entry of the sets ,pT nT . They discovered unique sequential patterns of both 

sets ,pT nT  shall be saved further as respective sets ,fP fN and denotes as features of positive and 

negative labels in respective order. The possible total features (sequential patterns) [46] of size 

greater than zero is  1| |r s   the difference between the size of the record | |r as well as the 

threshold     1 1 2 3, , , ...,| |s s r representing the sequential pattern size s minus 1. 

3.4. QRS Complex Image Features 

The features of the QRS image representing the corresponding electrocardiogram have been 

considered the other dimension of the features used in this proposed method. To obtain these 

features, the electrocardiogram signals shall segment by implementing noise eradication [47] and 

QRS identification algorithms stated in [48]. Later, these sections have been aligned as per R-

points; they have been converted into 2-dimensional signals of ECG known as QRS images having 

dimensions of 256 x 256. Ultimately, the resultant QRS images shall use as input to extract the 

entropies and morphological features [49]. 

For each electrocardiogram signal, the resultant virtual QRS image [47], after pre-processing, 

detects the values representing the entropies [50] and morphological features [49] for recognizing 

electrocardiogram images of class positive (having arrhythmia) and negative (not having 

arrhythmia). There could be a prerequisite for extracting better features, which can differentiate 

both kinds of electrocardiogram images. Here, in arrhythmia, the morphological features & 

entropies are prominent features for distinguishing [51].  

This section explores the method of exploring morphological features and entropies from the 

virtual QRS images of each electrocardiogram considered for both training and prediction phases. 

The abnormal heartbeat causes changes in the electrocardiogram image micro-structure. These 

features of electrocardiogram images are generally particular to entropies and morphology.  
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3.4.1. Entropy 

The term entropy is the evaluation of randomness, which is used for texture characterizing of 

image input. The value is high when the entire co-occurrence matrix elements are identical.  

One of the most crucial components of feature extraction is entropy. Here, we distinguish 

between electrocardiograms of infected and healthy hearts. It is important to differentiate between 

positive and negative electrocardiogram images, and this distinction relies on the entropies which 

are accessible and discussed in this literature [51], [50]. When evaluating entropy, five distinct 

measures are taken into account. The standard ROI (region of interest) histogram has been 

recognised as a useful tool for calculating these entropies. Let the set    , , , ,r h c k y representing 

Renyi‘s[52], Havarda‘s [53], Charvat‘s[54], Kapur‘s[55], and Yeager's [56] entropies of the 

corresponding virtual QRS image. 

3.4.2. The Morphologic Features 

In this section, the morphological feature from the feature‘s extraction is explored. For 

detecting the electrocardiogram images, the morphometric information features are considered. 

Nine morphological features are extracted and used. Some of the features proposed in [57] are 

having invariant minutes [58]. They are deliberated in the form of Morphometric information 

features, which are extensive in representing the identifications of anomalous electrocardiogram 

images. Moreover, this can change the size & shape represented among the virtual QRS images of 

the negative & positive electrocardiogram images.  

3.5. Distribution Diversity Measures 

In this section, we'll take a look at how to fuse various distribution diversity 

estimation strategies to get the best results from feature selection. Many different types of statistical 

tests, including the WRS-Test (Wilcoxon signed-rank) [59], MWU-Test (Mann-Whitney U 

test) [61], KS-Test (Kolmogorov-Smirnov test) [60], as well as Dual-tailed t-Test [62], have been 

combined to find the most informative results for determining the best features to use in a dataset. 

3.5.1. KS-Test 

The KS-test calculates the gap between the total distribution and the experimental sample 

distribution. This could be noted as a disparity among two different distribution specimens of 

similar or different sizes. 
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Using the KS-test as a distance metric, we can see how the distribution diversity between the 

two datasets compares [60]. Additionally, the type of data distribution is irrelevant to this metric. 

The steps involved in employing the algorithmic method have also been outlined: 

_ ( , )a bks test d d  Begin // receives two distribution vectors ,a bd d .  

 


  
1

| |ad
agr
a i i a

i

d e e d //aggregate of distribution vector ad  

 


  
1

| |bd
agr
b i i b

i

d e e d //aggregate of distribution vector bd  

The following sequence of expressions demonstrates the process of assessing cumulative 

ratios of the distribution vector ad  

0ocr  Cumulative ratio 0cr of the element at index 0 is zero 

1i  index i begins at 1 

  afor i d begin  index i must not be greater than  the size of the 

distribution 

   



   

1

1* agr
i i i a a icr e e d d cr  

discovers cumulative ratio icr of the element of the 

distribution ad , which indexed by i  

cr
a icr cr  updating set cr

ad by adding resultant cumulative ratio icr  

 1i i  Increments the index by 1 

end   

 

Similar process stated for distribution ad shall be applied to discover the set cr
bd of cumulative 

ratios. 

Further, discovers the absolute difference between cumulative ratios of elements indexed at i of 

both distributions ,a bd d as follows 

1i  index i begins at 1 

  max ,a bfor i d d begin  index i must not be greater than  the maximum size 

of both distributions 

         
2

cr cr
i i a i i bad x x d y y d  

Absolute difference of the cumulative ratio of 

elements indexed at i in both distributions 

 1i i  Increments the index by 1 
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end   

 

In addition, the highest number in the set ad is called the d-stat. 

  ( )if d stat d critic  A return of 0 indicates that the two 

distributions are not distinguishable (because 

the d-stat is larger than the d-critic), while a 

return of 1 indicates that they are. 

0return  

1else return  

d-critic is the value denoted in KS-table for aggregate values ,agr agr
a bd d  of both distribution 

vectors ,a bd d , and the given degree of probability (p-value) 

 

3.5.2. Wilcoxon-Rank Sum Test 

The WRS-Test is widely used nonparametric test for comparing data from different sets. This 

has also been referred to as the MWU-Test, and it has been used to determine whether or not two 

samples come from the same population. By comparing the medians of the two groups, some of the 

evaluators can grasp the concept behind this test. In addition, we have recall, a parametric test for 

contrasting means across groups. 

With the exception of, the non-parametric test two-sided and null data analysis hypothesis was 

reported as follows. 

If both the distribution samples are distinct then returns ONE, else returns ZERO 

This test is often a two-sided test, indicating that populations are not the same in the specified 

direction. One-sided study hypothesis is employed when interest hinges on thenegative or positive 

change in one population relative to others. Tracking where sample each observation is from, the 

test technique combines two samples asoneunited sample. Order them from 1 to ― 1 2n n ‖.The 

description of the test and mathematical model follows: 

Find total elements as 'U1' in the vector 1 are greater than the counterpart elements of the vector2, 

similarly, find total elements as 'U2' in the vector 2 are greater than the counterpart elements of the 

vector 1 

Find the greatest as 'U' of the 'U1', 'U2'  

Assess the d-critic of the 'U' (of vector having highest total elements higher than the 

counterpart) atfixed diversity threshold  

If d-critic is less than 'U', given vectors are having diversity in their distribution.  
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in contrast to above condition, the distribution of given both vectors is similar 

1 2( , )wrstest v v  // Begin 

Both vectors
1 2,v v should be sorted ascending. 

 1 0U v  

2 0( )U v  

 

  

1

1
1

| |v

i i
i

e e v Begin //to each element 

 

  

2

2
1

| |v

j j
j

e e v Begin //the vector's for-each element 

     1 1 1( ) ( ) ( )j iU v U v e e  

     2 2 1( ) ( ) ( )i jU v U v e e  

End 

End 

 

 

   
  

   

1 1 2

2 2 1

( ) ( ) ( )

( ) ( ) ( )

U v U v U v
U

U v U v U v
 

For the vectors of size
1 2| | | |v and v , note the d-critic of diversity threshold

 0 01 0 05 0 1( . , . , . )d or using U-Table 

  
 
 

1

0

dc U
return  

End 

3.5.3. T-Test 

The t-test was used to calculate the predicted distribution diversity values for two-label 

features. The vector
1v  and vector

2v indicate projected values for characteristics in infected and 

benign records, respectively. A t-test was used to measure two distribution diversity among the 

vector
1v and vector

2v , as illustrated below. 

 Discover the mean of the vector 1  

 Discover the mean of the vector 2  

 Find the standard-deviation of vector 1 

 Find the standard-deviation of vector 2 

 Find the difference as 'md' between mean of the vector 1 vector 2 
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 Find the sum of the standard-deviations as ' 'sd  of vector 1 and vector 2 

 Find the ratio of mean difference 'md' against square route of sum of deviations ' 'sd ', which 

results t-score 

 Find the probability value (p-value) of the t-score 

 If the p-value is less than given probability threshold then the given vectors has diversity in their 

distributions 

 In contrast, the given vectors are having similar distribution   

 

 1 2( , )t test s s  // Begin //The input arguments
1 2,s s are two vectors 

 
 



1 2

1 2( ) ( )

s s
t score

stdv s stdv s
 

The expressions 1 2,s s denote the averages of the 

respective vectors. 

the expressions
1 2( ), ( )stdv s stdv s denote the standard-

deviations of the respective vectors
 

 

Note the probability value  p value from t-table[63].  

  1

0

( )if p pv return

else if return
 

//projects that both the vectors are distinct  

//projects that both the vectors are not distinct 

End 

3.6. Handling Dimensionality 

The FC-Means (Fuzzy C-Means) [64], [65] was used to reduce the dimensionality of the values 

associated with each label. The FC-Means approach separates the incoming data into tuples, each of 

which contains a group of records with anextensive correlation (less variability or dimensionality). 

There might be one or more divisions for each FC-Means record. 

Based on its distance from the cluster centroid, this method awards membership to each data 

point. The closer the data is to the cluster's centroid, the more members are clustered there. Cluster 

centroids are promoted according to Eqs. 1 and 2 every membership iteration: 

 
 








 
  
  


1
2 1

1

/

/
mc

ij ij ik
k

d d ...(Eq 1) 



Mathematical Statistician and Engineering Applications 
ISSN: 2094-0343 

2326-9865 
 

 
6611 

 

Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

 

    




 

     
     

     
 

1

1
1 1

| |

*
n ncods m m

j ij i ij
j

i i

v x ...(Eq 2) 

The expression n specifies the total data points. The expression jv shows the
thj centroid of the 

cluster, whereas the expressions ―    1  € ,m ‖, ―cods ‖, ―  ij ‖, and ― ijd ‖ denotes index-fuzziness, 

centroids, thi data fitnessheaded for cluster
thj centroid, andEuclidean distance from

thj cluster-

centroidto thi data respectively. The main intent of this fuzzy c-means-algorithm is lessening: 

     
 

 
  
 


2

1 1

, *
n c m

ij ij
i j

J U V d ...(Eq 3) 

Algorithmic flowof Fuzzy c-means 

 The given data points denotes by theexpression   1 2 3, , , ...., nX x x x x , and the centroids 

denotes by expression   1 2 3, , , ...., cV v v v v . 

1) The cluster centroid c is picked randomly. 

2) Computes the fitness  ij using Eq 4: 

 
 







 
2 1

1

1
/

/ /
mc

ij ij il
l

d d ...(Eq 4) 

3) Estimates the fuzzy-centroids jv using Eq 5: 

    
 

   
      
   
 

1 1

1/ ,
n nm m

j ij i ij
i i

v x j c ...(Eq 5) 

4) The step 2 and step 3 are recurrent till attains minimal j-value or       1U l U l  

The iteration index is indicated by the symbol l . The phrase  denotes the end of the 

criteria between [0, 1]. The expression   ijU n c stands for a fuzzy membership matrix. 

Finally, the symbol J stands for the objective function. 

3.7. The classifier 

The incremental binary classifier [66] is used in the suggested ensemble classification. The 

classifier outperforms more sophisticated algorithms in binary classification. Subsections look into 

class prognosis and classifier training. 
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3.7.1. Formatting hierarchy 

The suggested classifier functions in two phases referred as training and testing. The first phase 

builds a perch hierarchy with each level having additional perches that compared to the previous 

level, if any. Training builds positive and negative label hierarchies. The perches will be arranged in 

two hierarchies. 

For each positive or negative cluster, sort cross-media optimal features by size. The largest n-

gram features will be grouped together, with n-grams having equal size and frequency. Each group 

with n-grams of size n will be a perch on level    1l l n  of the corresponding hierarchy. 

Similarly, the feature n-gramshaving size     1 2 1, , ..., ( )n n n n  are partitioned into groups 

containing diverse n-grams having equal frequency. These groups are substituted as perches at level

   1l l n . This process repeats until the end of the hierarchy. Each group of n-grams of size one 

must have the same frequency. These groups will be perches on the thn level. 

3.8. Classification 

The second phase is testing, which predicts whether an electrocardiogram signal shows 

arrhythmia. Here's how classification works. Discover the unlabeled records' cross-media features. 

It also finds all possible subsets of cross-media features from each record. From the 

electrocardiogram signals, these n-grams (subsets) trace the arrhythmia scope (an unlabelled 

record). During the classification phase, each hierarchy framed by the clusters' optimal features is 

searched. The electrocardiogram's fitness for both classes is assessed as described below. 

Search the hierarchy representing the positive class for each n-gram. Save the frequency of 

each perch that contains the corresponding n-gram in to the list 

rfl . Similar search should be done 

on hierarchy representing the clusters of negative class to get a list 

rfl  of frequencies. Determining 

positive fitness score pfs , the absolute product of the positive frequencies 

rfl  representing the given 

test record's positive fitness r . Similarly, discovers negative fitness score nfs using the list 

rfl .If the 

difference of fitness scores ,pfs nfs is found to be greater that compared to deviation threshold. The 

given test record is then positive. If nfs  is greater than pfs , the test record is negative. The 

following describes the model's algorithmic flow. 
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3.8.1. Feature Optimization 

The proposed method relies heavily on the optimization of features. The training phase requires 

the input set C  of records to partition into two sets, pC  and
nC , with pC  containing the positively 

labelled records and 
nC  containing the negatively labelled records. Each record r of the 

corresponding set represents the demographic features, sequential n-gram patterns, and entropies, 

morphological features of an electrocardiogram. The entropies and morphological features shall 

obtain from the QRS images of the corresponding electrocardiogram. FC-Means (see sec. 3.6) is 

used to divide the sets ,p nC C  into different clusters as  1 2 1 2{ , ,..., } { , ,..., }p s n tCl p p p and Cl n n n , some 

of which may or may not contain the common records. Finding the best features of both classes for 

each cluster is the most important phase of feature optimization that performs as described below. 

For each cluster    1 2, , ...,i i pp p Cl i s of the positive label 

To be more specific, ‗ ip ‘ is a two-by-two matrix representing the cluster. The positive 

characteristics of an electrocardiogram are represented in each row of the matrix. The projections of 

feature attribute values  1 2 | |{ , ,..., }a cvf v v v  across all records in a given matrix are shown in each 

column. The notation | |,| |r c  represents the row and column counts, respectively, of the associated 

matrix. 

When the mean diversity
i

a
pd among the values avf as well as the values of the 

respective attribute af in negative class clusters is found to be greater that compared to diversity 

threshold d the process of optimizing features can select an attribute fa as optimal towards to the 

cluster ip of the positive class. To assess the variability of each attribute, the fusion of 

distance measures discussed in section 3.5 was used. The feature optimization is represented 

algorithmically as follows. 

_ ( , , )diversity assessment f v tCl Begin 

 // receives the feature attribute f , valuesv representing 

the corresponding feature in the cluster of positive class 

or negative, and the target clusters of label positive or 

negative  

 0ds  // diversity score 

 

  

1

| |tCL

i i
i

cl cl tCL Begin 
// for each cluster icl  

0ods     // overall diversity score 
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 ( )ifv cl f  // feature f values of the cluster
icl  

 _ ( , )ods ks test v fv  //updates with ks-test response 

  ( , )ods wrstest v fv  //updates with mwu test response 

 _ ( , )ods t test v fv  //updates with t-test response 

        11 1 0 5.ds ds ods  //increase distance-stat by one, if the overall 

diversity score meets the criteria 

End 



 
 
 
 

1

ds
return

tCL
// return theprobability of diversity 

End // the _ ( , , )diversity assessment f v tCl ends here 

*Optimal features of the clusters pCl * 

 

  

1

| |pCl

i i p
i

c c Cl  

 

  

1

| |F

j j
j

f f F       ( ) _ ( , , )i j j j nofa c f d diversity assessment f vf Cl  

End 

Similarly, discovers optimal featuresof each cluster  i i nc c Cl of the negative class 

Explore all possible subsets of the optimal features F for each cluster in both classes. ‗E‘ stands 

for the total distinct subsets that can be constructed from the provided set of characteristics. 

Find all feasible ngf subsets of each cluster's optimum featuresofa . The expression  12| |Fngf  

denotes the total different feature subsets. 

For each entry (optimum feature subset) of the set ngf , select the distinct pattern of values 

found in one or more records of the corresponding cluster. Also estimate empirical probability of 

the respective pattern of values. 

3.8.2. Formation of the perch hierarchies 

Establish hierarchies from both classes' clusters. The expression Cl indicates positive or 

negative clusters. 

 

  

1

| |Cl

i i
i

c c Cl  

1l // level index 

k n  // n-gram size initialized by maximum size of the n-grams 
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  1foreach k k Begin 

  

  

1

| ( )|

( )
iong c

j j i
j

ng ng ong c // Begin 

          1( )fr
k i j jong c ng j ng k  

 End 

In the hierarchy iphc , place each set ( )fr
k iong c , each of which has n-grams of size

k and frequency ratio fr , as perches. 

  1k k // adjust the n-gram size in decrement order by 1 

 1l l // adjust the level l in incremental order 

End 

 

3.8.3. Prediction phase 

Here we detail the algorithmic procedure for the label prediction strategy, which includes a 

positive fitness estimate. 

Conduct a global search for appropriate perches that match the n-gram features ( )ng tr of the 

sample record. 

 

#Positive fitness estimation# 

1pf // fitness is set to 1(maximum value), which meets the criteria  0 1pf . 

 




  

1

Cl

i i
i

c c Cl Begin // to each cluster of the positive class 

 

   

1
1

| |

| |
iphc

i
l

l l phc // each level of the hierarchy built from the corresponding positive 

class cluster 

  

  

1

|| |

|

l
iphc

l
m m i

m
p p phc Begin // each perchlisted at the corresponding level 

    

    

1

| ( )|

( )
ng tr

m p m
p

pf pf fr p ng p  

 End 

End 

End 
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  
2

1( )pF tr pf //maximum fitness of positive class 

# Negative class fitness estimation # 

1nf // fitness is set to 1 (maximum value), which meets the criteria  0 1nf . 

 




  

1

Cl

i i
i

c c Cl Begin //to each cluster of the  negative class 

 

   

1
1

| |

| |
iphc

i
l

l l phc // each level of the hierarchy built from the corresponding negative 

class cluster 

  

  

1

|| |

|

l
iphc

l
m m i

m
p p phc Begin // each perch listed at the corresponding level 

    

    

1

| ( )|

( )
ng tr

m p m
p

nf nf fr p ng p  

 End 

End 

End 

  
2

1( )nF tr nf  //maximum negative class fitness 

 

3.8.4. Label Prediction 

The fitness ( ), ( )pF tr nF tr of positive and negative classes will be used to forecast if the 

given sample (electrocardiogram signal) falls into the class positive (prone to arrhythmia) or in 

to the class negative (not prone to arrhythmia) as follows: 

The criteria    ( ( ) ( ))d pF tr nF tr  certifies that the test sample (electrocardiogram 



Mathematical Statistician and Engineering Applications 
ISSN: 2094-0343 

2326-9865 
 

 
6617 

 

Vol. 71 No. 4 (2022) 

http://philstat.org.ph 

 

 

signal) falls into the class positive (prone to arrhythmia). 

The criterion    ( ( ) ( ))d nF tr pF tr  validates that the supplied test record indicates that 

the given sample (electrocardiogram signal) falls into the class negative (not prone 

to arrhythmia). 

4. Experimental Study 

The performance of Arrhythmia Prognoses by Ensemble Classification (APEC) is compared to 

that of DGEC [37] and SVM-Ensemble [36] in this part. The experimental data are detailed in 

Section 3.1. The study's methodologies were implemented using Python [67]. We used data from 

the MIT-BIH. Standard investigation information for cardiac arrhythmia is available in the MIT-

BIH arrhythmia database. It has been utilized for heart rhythm research and device development 

since 1980. Electrocardiograms are primarily found in PTB-XL. PTB-XL is 10 seconds long and 

comprises 21837 data from 18885 patients. The Sleep Heart Health Study (SHHS) was done by the 

National Heart, Lung, and Blood Institute to identify the cardiovascular implications of sleep-

disordered breathing. 

Positive records were 73337 (MIT-BIH: 59681, PTB-XL: 10506, and SHHS: 3150), whereas 

negative records were 57661 (MIT-BIH: 49765, PTB-XL: 4046, and SHHS: 3850). The method's 

performance was assessed using k-fold Leave-Pair-Out Cross-Validation [68]. 

4.1. Precision 

Precision 

 

LPO#

1 

LPO#

2 

LPO#

3 

LPO#

4 

LPO#

5 

LPO#

6 

LPO#

7 

LPO#

8 

LPO#

9 

LPO#

10 

APEC 

0.907

2 

0.917

5 

0.922

6 

0.923

4 

0.924

7 

0.927

3 

0.930

4 

0.932

2 

0.936

8 0.948 

DGEC [37] 

0.846

5 

0.843

9 

0.849

8 

0.856

3 

0.859

5 

0.861

6 

0.867

5 

0.873

7 

0.878

6 0.8814 

SVM-ensemble 

[36] 

0.756

6 

0.758

7 

0.760

7 

0.765

4 

0.770

4 

0.778

4 

0.783

1 

0.784

6 

0.790

4 0.7923 
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Figure 1: Precision at 10- LPOs observed for the APEC, DGEC, and SVM-Ensemble method 

Figure 1 shows a graph drawn between 10-LPOs and the precision metric for the proposed 

APEC and the contemporary models DGEC and SVM-Ensemble methods. From the graph, it is 

depicted that, average and standard-deviation for the APEC is 0.92701±0.010467. Here, the 

proposed APEC is compared with DGEC and SVM-Ensemble method, whose average and 

standard-deviations are 0.86188±0.012548 and 0.77406±0.012724 respective order. It is concluded 

from the above-stated statistics that the APEC is more significant when compared with DGEC and 

SVM-Ensemble methods.  

4.2. Specificity 

Specificity 
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Figure 2: Specificity at 10-LPOs observed for the APEC DGEC, SVM-Ensemble method 

The proposed APEC is compared with contemporary models DGEC and SVM-Ensemble 

method by plotting a graph between specificity and 10-LPOs over these methods, as depicted in 

Figure 2. The average and standard-deviation of specificity for the APEC, compared to the DGEC 

and SVM-Ensemble method, are 0.9066±0.01478, 0.82423±0.017607, and 0.72099±0.015409, 

respectively. It is exhibited from the statistics that the APEC performs better than the DGEC and 

SVM-Ensemble methods.  

4.3. Sensitivity 

Sensitivity 

 

LPO#

1 

LPO#

2 

LPO#

3 

LPO#

4 

LPO#

5 

LPO#

6 

LPO#

7 

LPO#

8 

LPO#

9 

LPO#1

0 

APEC 

0.926

3 

0.916

2 0.901 

0.914

2 

0.913

2 

0.897

5 

0.925

9 

0.905

3 

0.914

2 0.9114 

DGEC 

0.831

9 

0.837

6 

0.827

9 

0.849

7 

0.860

2 

0.849

2 

0.857

9 

0.839
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0.850
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Figure 3: Sensitivity at 10-LPOs observed for the APEC, DGEC, SVM-Ensemble method 

Figure 3 shows a graph drawn between the 10-LPOs and the sensitivity metric for the proposed 

APEC and the contemporary models DGEC and SVM-Ensemble method. From the graph, it is 

depicted that, average and standard-deviation of sensitivity for the APEC is 0.91252±0.008946. 

Here, the APEC is compared with DGEC and SVM-Ensemble method, whose average and 

standard-deviations are 0.84468±0.010141 and 0.73719±0.020068 in respective order. It is 

concluded from the above-stated statistics that the APEC is more significant when compared with 

DGEC and SVM-Ensemble methods.  

4.4. Accuracy 

Accuracy 
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Figure 4: Accuracy at 10-LPOs observed for the APEC DGEC, SVM-Ensemble method 

Figure 4 depicts the APEC's accuracy compared to the DGEC and SVM-Ensemble methods, as 

depicted in Figure 4. The average and standard-deviation of accuracy for the APEC, DGEC, and 

SVM-Ensemble methods are 0.90997±0.006659, 0.83581±0.010942, and 0.73017±0.015811, 

respectively. It is exhibited from the APEC statistics that it performs better compared to the DGEC 

and SVM-Ensemble methods.  
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Figure 5: F-measure at 10-LPOs observed for the APEC DGEC, SVM-Ensemble method 

 

You can see the correlation among 10-LPOs and F-measure metrics for the APEC, DGEC, as 

well as SVM-Ensemble approaches by looking at the graph in Figure 5. From the graph, it is 

depicted that, average and standard-deviation of the F-measure for the APEC is 0.91669±0.012673. 

Here, the APEC is compared with DGEC and SVM-Ensemble method, whose average and 

standard-deviations are 0.84262±0.015176 and 0.74657±0.014001 in respective order. It is 

concluded from the above-stated statistics that the APEC is more significant when compared with 

DGEC and SVM-Ensemble methods.  

4.6. Matthews’s correlation coefficient (MCC) 
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Figure 6: Matthews‘s correlation coefficient at 10-LPOs observed for the APEC DGEC, SVM-

Ensemble method 

 

Figure 6, the proposed APEC, is compared to the DGEC and SVM-Ensemble methods 

concerning MCC metric values observed from 10-LPOS. The average and standard-deviation of 

MCC for the APEC, DGEC, and SVM-Ensemble method are 0.81756±0.013698, 

0.66722±0.022531 0.45575±0.031009, respectively. It is exhibited from the statistics that the APEC 

performs better than the DGEC and SVM-Ensemble methods. 
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F-measure 0.91669±0.012673 0.84262±0.015176 0.74657±0.014001 

Matthews correlation coefficient 0.81756±0.013698 0.66722±0.022531 0.45575±0.031009 
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specificity of the proposed APEC method are exhibiting that both labels' detection accuracy is 

robust and far better than the contemporary models. The APEC model has approximately 7% more 

accuracy than DGEC and 12% more than SVM-ensemble. 

5. Conclusion 

This study uses the cross-media features of ECG data to forecast arrhythmias. The proposed 

method uses cross-media features to divide the training corpus into different clusters, in contrast to 

current models, which are solely focused on the format of features (demographic, signal patterns, or 

image features). One cluster's entries can show up in another's. Cross-media ECG signals are used 

to extract the best features from each cluster, which is then handled as a corpus. The fusion of 

diversity evaluation measures advises identifying the optimal cross-media characteristics for each 

cluster. In order to train the classifier, the best cross-media characteristics are employed. To train 

several clusters, different classifier objects are employed. The experimental examination of 

proposed and current techniques shows the relevance and effectiveness of APEC in detecting 

arrhythmia scope in contrast to SVM-ensemble and DGEC. In the future, the accuracy of 

arrhythmia prediction may be improved by the application of evolutionary methods. 
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